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Abstract. In the present article we are interested in the analysis of nonlocal initial boundary value problems for some medium oscillation equations. More precisely, we investigate different types of nonlocal problems for one-dimensional oscillation equations and prove existence and uniqueness theorems. In some cases algorithms for direct construction of the solution are given. We also consider nonlocal problem for multidimensional hyperbolic equation and prove the uniqueness theorem for the formulated initial boundary value problem applying the theory of characteristics under rather general assumptions.

1. Introduction

While applying mathematical modelling to various phenomena of physics, biology and ecology there often arise problems with non-classical boundary conditions, which connect the values of unknown function on the boundary and inside of the given domain. Boundary conditions of such type are called nonlocal boundary conditions. Nonlocal initial boundary value problems are important from the point of view of their practical application to modelling and investigating of pollution processes in rivers, seas, which are caused by sewage. It is possible by nonlocal boundary conditions to simulate decreasing of pollution under influence of natural factors of filtration and settling that causes self-purification of the medium.

One of the first works, where nonlocal conditions were considered, is [1]. The nonlocal problem was investigated, applying the method of separation of variables and the corresponding eigenvalues and eigenfunctions were considered. First, the systematic investigation of a certain class of spatial nonlocal problems was carried out by A. Bitsadze and A. Samarskii in [2]. Further, in the works [3, 4] resolution methods for such type problems in the case of rather
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general elliptic equations were suggested. In [5] for the equations of shell and elasticity theories boundary conditions similar to Bitsadze-Samarskii ones were considered. Under rather strict conditions the uniqueness of the solution of the nonlocal problem for the three-dimensional models of the elasticity theory is proved. The stated nonlocal problems were effectively solved in the case of circular plates for the Kirchhoff model. Later, in [6–9] generalizations of Bitsadze-Samarskii conditions were suggested. Particularly, in [6] discrete spatial nonlocal problems were studied for rather general elliptic and parabolic differential equations. Suggested iteration procedures allow not only to prove existence of the solution of formulated problems, but also to construct algorithms for numerical resolution.

Note that theoretical study of nonlocal problems is connected with great difficulties. Too many things are expected to be done in this direction, though a lot of interesting works are already devoted to these questions ([1–17]). Complications in investigation of problems of these type are essentially caused by the fact, that it is usually impossible to apply the classical methods of functional analysis, the energetic method, the method of singular integral equations. This is the reason for existing only separate results for nonlocal initial boundary value problems.

It must be emphasized that in the papers devoted to nonlocal problems the cases of elliptic and parabolic equations have been mainly considered. In the present work we study nonlocal problems for hyperbolic equations. In §2 we state the theorem of uniqueness for rather general discrete spatial nonlocal problem for hyperbolic equation. In §3 and §4 we study in details one-dimensional problems of the mechanics of solids with different nonlocal boundary conditions. More precisely, in §3 we consider the string oscillation equation with the classical initial and discrete nonlocal boundary conditions, which are the generalizations of Bitsadze-Samarskii conditions. In the same section we discuss the problem with the integral nonlocal conditions. There are proved the theorems of existence and uniqueness of the solution, which in some cases can be constructed directly using algorithms given ibidem. In §4 we consider the telegraph equation. As in the case of string oscillation equation we study nonlocal problems with discrete and integral nonlocal boundary conditions.

2. Nonlocal problem for multidimensional medium oscillation equation

Let us consider the bounded domain \( \Omega \subset \mathbb{R}^n \), \( n \geq 1 \), \( x = (x_1, \ldots, x_n) \), and \( \Gamma \) be the boundary of \( \Omega \). Let \( \Omega_i(t) (i = 1, \ldots, m) \) be the subsets of \( \Omega \). Assume that boundaries \( \Gamma_i(t) \) of \( \Omega_i(t) \) are diffeomorphic images of \( \Gamma \), i.e. \( I_i(\cdot, t) : \Gamma \to \Gamma_i(t) \) are diffeomorphisms, and \( I_i(x, t) \) are continuous functions,
\( G, \Gamma_i \) are sufficiently smooth surfaces and that the distance between them is positive \((i = 1, m)\).

**Definition.** Let \( A : C^2(\Sigma \times [a, b]) \to X(\Sigma \times [a, b]) \) be an operator, where \( X \) is a functional space defined on \( \Sigma \times [a, b], \Sigma \subset \mathbb{R}^l, l \in \mathbb{N} \). We say, that for the operator \( A \) the condition of localization by \( t \in [a, b] \) is valid if there exists a class of operators \( A_{x, \beta, \gamma, \delta} : C^2(\Sigma \times [x, \beta]) \to X(\Sigma \times [x, \beta]) \), such that the following is true: if \([x, \beta] \subset [\gamma, \delta] \subset [a, b], v \in C^2(\Sigma \times [x, \beta]), w \in C^2(\Sigma \times [\gamma, \delta])\) and \( v(x, t) = w(x, t), t \in [x, \beta], \) then \( (A_{x, \beta, \gamma, \delta}v)(x, t) = (A_{x, \beta}w)(x, t), \) for \( x \leq t \leq \beta, \) and \( A_{x, \beta} = A. \)

Let \( L \) be a strongly elliptic operator

\[
L : \sum_{i, k=1}^n a_{ik}(x, t) \frac{\partial^2}{\partial x_i \partial x_k} + \sum_{i=1}^n b_i(x, t) \frac{\partial}{\partial x_i} + c(x, t),
\]

\((x, t) \in \Omega \times (0, T),\)

\[
\sum_{i, k=1}^n a_{ik} \xi_i \xi_k \geq \gamma \left( \xi_1^2 + \cdots + \xi_n^2 \right), \quad \gamma = \text{const} > 0, \quad \forall \xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n,
\]

where \( a_{ik}, b_i, b, c \) are prescribed functions.

Consider the nonlocal problem for the hyperbolic equation

\[
(2.1) \quad \frac{\partial^2 u}{\partial t^2} - Lu = f(x, t), \quad (x, t) \in Q_T = \Omega \times (0, T),
\]

with the classical initial conditions

\[
(2.2) \quad u(x, 0) = u_0(x), \quad x \in \Omega,
\]

\[
u_t(x, 0) = u_1(x), \quad x \in \Omega,
\]

and the nonlocal boundary conditions

\[
(2.3) \quad u(x, t) = \sum_{i=1}^m p_i(x, t)u_i(x, t, t) + g(x, t), \quad (x, t) \in S_T = \Gamma \times [0, T],
\]

where \( p_i, g, u_0, u_1 \) are prescribed continuous functions and \( u(x, t) \) is an unknown function, which is the classical solution of equation \((2.1)\) satisfying conditions \((2.2)\) and \((2.3)\) at the same time. The following uniqueness theorem is valid.

**Theorem 2.1.** If \( a_{ik} \) are continuously differentiable functions and coefficients \( b_i, b, c \) are continuous \((i, k = 1, n)\), then the nonlocal problem \((2.1)-(2.3)\) has no more than one solution.
Proof. Assume that there exist two \( u(x, t) \) and \( v(x, t) \) solutions of the problem. Then obviously their difference \( w(x, t) = u(x, t) - v(x, t) \) is the solution of the homogeneous equation (2.1) under homogeneous initial and nonlocal conditions. Note that

\[
\rho_i(t) = \text{dist}(\Gamma_i(t), \Gamma) = \inf_{x, y \in \Gamma} \rho(I_i(x, t), y)
\]

continuously depends on \( t \), since \( I_i(x, t) \) is a continuous function and hence it is uniformly continuous.

Taking into account that distance between \( \Gamma \) and \( \Gamma_i(t) \) is positive, we get \( \rho_i(t) > 0 \) for all \( t \in [0, T] \) and consequently, there exists such a \( \delta > 0 \), that \( \rho_i(t) > \delta, \ t \in [0, T] \) (i = 1, m). Therefore, for any point \( (x, t) \in \Omega_i(t) \), the ball of a radius \( \delta \) centered at \( x \) is placed entirely in a “horizontal” cross-section \( \Omega \times \{ t \} \).

Strong ellipticity of the operator \( L \) allows to inscribe as well as to overdraw cones respectively inside and outside of a characteristic conoid, defined by the operator \( L \). Tangents of angles between the axis and elements of the cones are denoted by \( \alpha \) and \( \beta \ (\alpha \leq \beta) \) and we call them spreads of the cones.

Note that since \( w(x, 0) = w_i(x, 0) = 0, \ x \in \Omega \), then \( w(x, t) \) equals to zero in any point \( (x, t) \) for which the base of the characteristic conoid, passing through this point, lies in \( \Omega \) [17]. Let us now consider an interval \( 0 \leq t \leq t^* \), where \( t^* = \delta/\beta \). Then for any point \( (\bar{x}, \bar{t}) \), which belong to the curvilinear cylinder \( \Omega_i(t) \) \( (i = 1, \ldots, m) \) base of the cone with a top in \( (\bar{x}, \bar{t}) \), axis parallel to the axis \( t \) and with a spread \( \beta \) lies in \( \Omega \), as \( \bar{t} \beta \leq t^* \beta = (\delta/\beta) \cdot \beta = \delta \). Therefore, \( w(\bar{x}, \bar{t}) = 0 \), i.e. in any point of the curvilinear cylinders \( \Omega_i(t) \) \( (i = 1, m) \), \( w(x, t) = 0 \), for \( 0 \leq t \leq t^* \). Taking into account that \( w(x, t) \) satisfies the homogeneous nonlocal boundary conditions, we obtain

\[
w(x, t) = 0, \quad (x, t) \in S_{t^*},
\]

and therefore \( w(x, t) \) is the solution of the homogeneous equation (2.1) under homogeneous initial and boundary conditions. Since the classical problem has a unique solution, then

\[
w(x, t) \equiv 0, \quad 0 \leq t \leq t^*.
\]

Now take for an initial moment of time \( t^* \), i.e. change the variable \( \tau = t - t^* \). The function \( w^*(x, \tau) = w(x, \tau + t^*) \) satisfies the following problem

\[
w^*_{\tau\tau} = Lw^*, \quad (x, \tau) \in \Omega_{T-t^*},
\]

(2.4)

\[
w^*(x, 0) = w^*_i(x, 0) = 0, \quad x \in \Omega,
\]

(2.5)

\[
w^*(x, \tau) = \sum_{i=1}^{m} p_i(x, \tau + t^*)w^*(I_i(x, \tau + t^*), \tau), \quad (x, \tau) \in S_{T-t^*}.
\]

(2.6)
Repeating the proceeding reasoning, we get \( w^*(x, \tau) \equiv 0, \ 0 \leq \tau \leq t^* \), and consequently \( w(x, t) \equiv 0, \ 0 \leq t \leq 2t^* \). Similarly \( w(x, t) \equiv 0 \) for \( t \in [0, n^*] \), \( n \in \mathbb{N} \) up to the moment \( T \). So \( w(x, t) \equiv 0, \ (x, t) \in Q_T \), which means, that \( u(x, t) \equiv v(x, t) \) and the solution is unique.

It should be noted that in the similar way we can prove a uniqueness theorem in more general case.

**Theorem 2.2.** The nonlocal problem for the equation (2.1) with the initial conditions (2.2) and the following nonlocal boundary conditions

\[
(2.7) \quad u(x, t) = \sum_{i=1}^{m} [A^i u(I_i(x, t), t)](x, t) + g(x, t), \quad (x, t) \in S_T = \Gamma \times [0, T],
\]

has no more than one regular solution, where \( A^i : C^2(S_T) \to C^2(S_T) \) are linear operators, and for each \( A^i \) \( (i = 1, \ldots, m) \) the condition of localization by \( t \) is satisfied.

**Remark.** If the boundaries of \( \Omega \) and \( \Omega_i(t) \) \( (i = 1, \ldots, m) \) and the given functions are smooth enough, then not only the uniqueness theorem is true for the problem (2.1)–(2.3), but also the theorem of existence is valid. In particular, we can find so large \( N \), that if all the functions mentioned in Theorem 2.1 are \( N \)-times continuously differentiable and compatibility conditions are valid, then the nonlocal problem (2.1)–(2.3) has a unique solution.

3. Nonlocal problems for the string oscillation equation

In the following two sections we study nonlocal problems for one-dimensional hyperbolic equations. Unlike multidimensional case we formulate the theorems of existence and uniqueness of the solutions for more general problems with non-linear nonlocal boundary conditions and in some cases give algorithms for direct construction of the solutions.

Let us consider the nonlocal problem for the string oscillation equation

\[
(3.1) \quad \frac{\partial^2 u}{\partial t^2} = \frac{\partial^2 u}{\partial x^2}, \quad 0 < x < l, \ 0 < t < T,
\]

with the classical initial conditions

\[
(3.2) \quad u(x, 0) = \varphi(x), \quad u_t(x, 0) = \psi(x), \quad 0 \leq x \leq l,
\]

and the nonlocal boundary conditions
where \( x, \beta, \gamma, \theta, f, g \) are prescribed functions, which satisfy the compatibility conditions, \( A^i, B^j \) \((i = 1, \ldots, m; j = 1, \ldots, p)\) is the system of generally nonlinear operators \( C^2([0, T]) \rightarrow C^2([0, T]) \), satisfying conditions of localization, \( \xi_i(t), \eta_j(t) \) \((i = 1, m; j = 1, p)\) are sliding points of the string \((0, l)\). We say, that \( u(x, t) \) is classical solution of the problem (3.1)--(3.3) if it is twice continuously differentiable on \( D = \{0 \leq x \leq l, 0 \leq t \leq T\} \), satisfies equation (3.1) and conditions (3.2), (3.3). The following theorem is true.

**Theorem 3.1.** Assume that the following conditions are valid:

i) \( f, g, x, \beta, \gamma, \theta \in C^2([0, T]), \quad \varphi \in C^2([0, l]), \quad \psi \in C^1([0, l]), \quad x(t)\beta(t) \neq 0, \gamma(t)\theta(t) \neq 0, 0 \leq t \leq T; \)

ii) \( \xi_i, \eta_j \in C^2([0, T]), \quad 0 < \xi_i(t), \eta_j(t) < l, \quad \text{when} \quad t \in [0, T], \quad i = 1, \ldots, m; \quad j = 1, \ldots, p; \)

iii) each of the functions \( \beta(t), \theta(t) \) either is not equal to zero for any \( t \in [0, T] \), or is equal to zero identically.

Then the nonlocal problem (3.1)--(3.3) has a unique classical solution \( u(x, t) \).

**Proof.** Note that if the solution of the problem (3.1)--(3.3) is found, then we get some functions on the ends of the string

\[
\begin{align*}
    u(0, t) & = \mu_1(t), & 0 \leq t \leq T, \\
    u(l, t) & = \mu_2(t),
\end{align*}
\]

and then \( u(x, t) \) is the solution of the Cauchy-Dirichlet problem for the equation (3.1) with the initial and boundary conditions (3.2), (3.4), which has a unique solution

\[
u(x, t) = F(x, t) + \sum_{n=0}^{\infty} \mu_1(t - 2nl - x) - \sum_{n=1}^{\infty} \mu_1(t - 2nl + x) + \sum_{n=0}^{\infty} \mu_2(t - (2n + 1)l + x) - \sum_{n=0}^{\infty} \mu_2(t - (2n + 1)l - x),
\]

where \( \lambda = \pi/(l + 1); \)

\[
F(x, t) = \frac{\Phi(x + t) + \Phi(x - t)}{2} + \frac{1}{2} \int_{x-t}^{x+t} \Psi(x) \, dx - \frac{\Phi''(0)}{\lambda^2 \sin \lambda l} \sin \lambda (l - x) \cos \lambda t - \frac{\Phi''(l)}{\lambda^2 \sin \lambda l} \sin \lambda x \cos \lambda t;
\]
\(\Phi(x)\) and \(\Psi(x)\) represent continuations of the functions \(\varphi(x) + \varphi''(0) \cdot \sin(\lambda(l-x))/\lambda^2 + \varphi''(0) \cdot \sin(\lambda x)/\lambda^2 \) and \(\psi(x)\) respectively on the whole axis retaining smoothness in such a way, that

\[
\Phi(x) + \Phi(-x) = 2\Phi(0), \quad \Psi(x) + \Psi(-x) = 2\Psi(0),
\]

\[
\Phi(l-x) + \Phi(l+x) = 2\Phi(l), \quad \Psi(l-x) + \Psi(l+x) = 2\Psi(l);
\]

\[
\mu_1(t) = \begin{cases} \mu_1(t) - (\varphi(0) + \varphi''(0)/\lambda^2) - \psi(0)t + \psi''(0) \cos(\lambda t)/\lambda^2, & t \geq 0, \\ 0, & t < 0, \end{cases}
\]

and for \(\mu_2(t)\) we have the corresponding expression, where 0 is replaced by \(l\). Thus, any classical solution of the problem (3.1)–(3.3) can be represented by the form (3.5). If we find twice continuously differentiable functions \(\mu_1(t)\), \(\mu_2(t)\), then the problem is solved. Consequently, due to this fact under the solution of the problem (3.1)–(3.3) we sometimes mean the couple \(\{\mu_1, \mu_2\}\).

Taking into account nonlocal conditions (3.3), we get that the problem (3.1)–(3.3) will be solved, if we find the couple \(\{\mu_1, \mu_2\}\), which satisfies the equations

\[
\alpha(t)\mu_1(t) + \beta(t) \left( F_x(0, t) - \sum_{n=1}^{\infty} \beta'_n(t - 2nl) 
\right.
\]

\[
+ \sum_{n=0}^{\infty} \beta'_n(t - (2n + 1)l) 
\left. \right) = \sum_{i=1}^{m} [A' u(\xi_i(t), t)](t) + f(t), \quad 0 \leq t \leq T,
\]

\[
\gamma(t)\mu_2(t) + \theta(t) \left( F_x(l, t) + \sum_{n=1}^{\infty} \beta'_n(t - 2nl) 
\right.
\]

\[
- \sum_{n=0}^{\infty} \beta'_n(t - (2n + 1)l) 
\left. \right) = \sum_{j=1}^{p} [B' u(\eta_j(t), t)](t) + g(t).
\]

It should be mentioned, that from the above reasonings it follows that solution of the problem is completely reduced to finding the pair \(\{\mu_1, \mu_2\}\), i.e. existence and uniqueness of the solution \(u(x, t)\) and of the pair \(\{\mu_1, \mu_2\}\) are equivalent.

Since the functions \(\xi_i(t)\) and \(\eta_j(t)\) \((i = 1, \ldots, m; j = 1, \ldots, p)\) are contin-
uous on \([0, T]\) and for all \(t \in [0, T]\) they belong to the interval \((0, l)\), then there exist

\[
\begin{align*}
\varepsilon_1 &= \min_{0 \leq i \leq m} \xi_i(t), & \hat{\varepsilon}_1 &= \max_{0 \leq i \leq m} \xi_i(t),
\varepsilon_2 &= \min_{0 \leq j \leq p} \eta_j(t), & \hat{\varepsilon}_2 &= \max_{0 \leq j \leq p} \eta_j(t),
\end{align*}
\]

where each of the numbers \(\varepsilon_1, \varepsilon_2, \hat{\varepsilon}_1, \hat{\varepsilon}_2\) belongs to \((0, l)\). Obviously, all the curves \(\xi_i, \eta_j\) are located in the stripe \([t^*, l - t^*] \times [0, T]\), where \(t^* = \min\{\varepsilon_1, \varepsilon_2, l - \hat{\varepsilon}_1, l - \hat{\varepsilon}_2\}\).

By (3.7), taking into account the definition of \(\beta_1(t), \beta_2(t)\), we get that if the pair \(\{\mu_1, \mu_2\}\) is the solution of the problem, then it has to satisfy the following equalities

\[
\begin{align*}
\alpha(t)\mu_1(t) - \beta(t)\mu_1'(t) &= \sum_{i=1}^m [A^i_{0,t}, F(\xi_i(t), t)](t) + \tilde{f}(t), & 0 \leq t \leq t^*,
\gamma(t)\mu_2(t) + \theta(t)\mu_2'(t) &= \sum_{j=1}^p [B^j_{0,t}, F(\eta_j(t), t)](t) + \tilde{g}(t),
\end{align*}
\]

where \(\tilde{f}(t), \tilde{g}(t)\) are expressed through prescribed functions. Obviously \(\tilde{f}(t), \tilde{g}(t) \in C^1([0, t^*])\). Consequently, for \(\mu_1(t)\) and \(\mu_2(t)\) we get ordinary differential equations of the first order. Assume that first of the conditions of the point iii) in the Theorem 3.1 is true, i.e. \(\beta(t) \neq 0\), when \(t \in [0, T]\). Then taking into account compatibility condition \(\mu_1(0) = \varphi(0)\), for \(0 \leq t \leq t^*\) we obtain

\[
\mu_1(t) = \exp\left(\int_0^t \frac{\alpha(\tau)}{\beta(\tau)} \, d\tau\right) \left(\varphi(0) - \int_0^t \exp\left(-\int_0^s \frac{\alpha(\eta)}{\beta(\eta)} \, d\eta\right) \, ds\right) \left(\sum_{i=1}^m [A^i_{0,t}, F(\xi_i(t), t)](t) + \tilde{f}(\tau)\right) \frac{1}{\beta(\tau)} \, d\tau.
\]

In the second case, \(\mu_1(t)\) can be directly expressed by the functions in the right-hand part of the equation. Here, corresponding functions \(\tilde{f}(t)\) or \(\tilde{g}(t)\) will be twice continuously differentiable. In both cases, as we see, \(\mu_1(t)\) is equal to twice continuously differentiable function, for \(0 \leq t \leq t^*\). Therefore, in the time interval \([0, t^*]\) we can define the unknown pair of functions \(\{\mu_1, \mu_2\}\) and, using the formula (3.5), we get the solution of the problem (3.1)–(3.3) on \([0, t^*]\).

Now, take for the initial moment \(t^*\). Introducing a new time variable \(\tau = t - t^*\), the nonlocal problem for the function \(v(x, \tau) = u(x, \tau + t^*)\) considered in \([0, l] \times [0, t^*]\) takes the following form
Taking into account the conditions (3.3), we can say that they are true since $t = t^*$. Finally we get the function $u(x, t)$ where the initial conditions are

$$v(x, 0) = u(x, t^*), \quad 0 \leq x \leq l. \quad (3.10)$$

$$v_t(x, 0) = u_t(x, t^*), \quad 0 \leq x \leq l.$$

Note that in the right-hand parts of (3.9) we mean that $t^* \leq t \leq 2t^*$ to make it possible to act with corresponding operators. Finally we get the function defined on $[t^*, 2t^*]$ with the argument $t = t + t^*$, where $0 \leq t \leq t^*$. As in the previous case we can find the solution of the nonlocal problem (3.8)–(3.10) on $[0, t^*]$ and it will be an expansion of $u(x, t)$ on the time interval $[t^*, 2t^*]$. Let’s show now that obtained $u(x, t)$ is the solution of the problem (3.1)–(3.3), when $0 \leq t \leq 2t^*$. Obviously, it’s sufficient to check twice continuously differentiability of $u(x, t)$ at the moment $t = t^*$. Since $u(x, t)$ is the solution of (3.1)–(3.3) on $[0, t^*]$, then it is twice continuously differentiable by $x$, when $t = t^*$, and

$$\lim_{t \to t^* - 0^+} u(x, t) = u(x, t^*) = v(x, 0) = \lim_{t \to t^* - 0^+} u(x, t),$$

and consequently $u(x, t)$ is continuous in the point $t^*$. Analogously,

$$\lim_{\delta \to 0} \frac{u(x, t^* + \delta) - u(x, t^*)}{\delta} = u_t(x, t^*)$$

$$v_t(x, 0) = \lim_{\delta \to 0} \frac{u(x, t^* + \delta) - u(x, t^*)}{\delta},$$

$$\lim_{t \to t^* - 0^+} u_t(x, t) = u_t(x, t^*) = v_t(x, 0) = \lim_{t \to t^* - 0^+} u_t(x, t).$$

Therefore, $u_t(x, t)$ exists and is continuous for $t = t^*$.

In the same way we can check that $u_{tt}(x, t)$ is continuous for $t = t^*$. Taking into account the conditions (3.3), we can say that they are true since the operators $A^i$ and $B^j$ satisfy conditions of localization ($i = 1, m, j = 1, n$).
Consequently $u(x, t)$ is the solution of the nonlocal problem (3.1)–(3.3), when $0 \leq t \leq 2r^*$.

Applying the same method, we find $u(x, t)$ on the intervals $[0, nt^*]$ $(n = 2, 3, \ldots)$ until the moment $T$. Therefore we can find $u(x, t)$ for the whole time interval $[0, T]$, i.e. the solution of the problem (3.1)–(3.3) exists, is unique, and expressed through the given functions and their integrals.

**Remark.** Let us consider particular case of nonlocal conditions (3.3):

\[ u(0, t) = \sum_{i=1}^{m} x_i u(\xi_i, t) + f(t), \quad 0 \leq t \leq T; \]
\[ u(l, t) = \sum_{j=1}^{p} \beta_j u(\eta_j, t) + g(t), \]

where $x_i, \beta_j$ are prescribed numbers, $\xi_i, \eta_j$ $(i = 1, m, j = 1, p)$ are points of the string $(0, l)$. Then, the corresponding operators, which are in the right-hand parts of the nonlocal conditions (3.11), satisfy the conditions of localization and therefore according to the Theorem 3.1 nonlocal problem for the string oscillation equation with the initial conditions (3.2) and the nonlocal boundary conditions (3.11) has a unique solution, which can be found directly. The posed problem can be interpreted as the problem of controllability by the boundary conditions, where the boundary meanings of unknown function are required to differ from the linear combination of its meanings in certain points by a value given beforehand. This type of problems arises in building constructions and generators.

It should be mentioned that the nonlocal conditions (3.3) generally are not linear. Therefore, instead of (3.11) we can consider, for example, the following conditions

\[ u(0, t) = \sum_{i=1}^{m} x_i u_p(\xi_i, t) + f(t), \quad 0 \leq t \leq T; \]
\[ u(l, t) = \sum_{j=1}^{p} \beta_j u_q(\eta_j, t) + g(t), \]

where $p_i, q_j$ $(i = 1, m, j = 1, p)$ are non-negative integers. In this case the corresponding operators satisfy conditions of localization and we get nonlinear nonlocal initial boundary value problem which, according to the Theorem 3.1, has a unique classical solution.

Consider now the nonlocal problem for the equation (3.1) with the conditions (3.2) and the following integral nonlocal boundary conditions
\[ x(t)u(0, t) + \beta(t) \frac{\partial u}{\partial x}(0, t) = \sum_{i=1}^{m} \int_{\xi_i(t)}^{\xi_{i+1}(t)} p_i(t, x)u(x, t)dx + f(t), \quad 0 \leq t \leq T, \tag{3.12} \]

\[ \gamma(t)u(l, t) + \theta(t) \frac{\partial u}{\partial x}(l, t) = \sum_{j=1}^{p} \int_{\eta_j(t)}^{\eta_{j+1}(t)} q_j(t, x)u(x, t)dx + g(t), \]

where \( \xi_i(t) \leq \xi_{i+1}(t), \eta_j(t) \leq \eta_{j+1}(t) \) \( (i = 1, m, j = 1, p) \) are sliding points of the string \([0, l] \); \( x, \beta, \gamma, \theta, p_i, q_j, f, g \) are prescribed sufficiently smooth functions.

Throughout the paper we shall use \( C^{2,1}([0, T] \times [0, l]) \) to denote the set of continuously differentiable functions twice continuously differentiable with respect to \( t \).

The following statement is true.

**Theorem 3.2.** Assume that the conditions i), iii) of the Theorem 3.1 are valid, functions \( \xi_i(t), \xi_i^2(t), \eta_j(t), \eta_j^2(t) \) are twice continuously differentiable, \( p_i, q_j \in C^{2,1}([0, T] \times [0, l]) \) and \( 0 \leq \xi_i(t) \leq \xi_{i+1}(t) \leq l, 0 \leq \eta_j(t) \leq \eta_{j+1}(t) \leq l, \) for \( t \in [0, T] \). Then nonlocal problem (3.1), (3.2), (3.12) has a unique classical solution.

**Proof.** Conducting the same reasoning as in the case of the Theorem 3.1, we get that the stated problem is equivalent to the one connected with determination of a pair \( \{\mu_1, \mu_2\} \), satisfying the equations

\[ x(t)\mu_1(t) + \beta(t) \left( F_x(0, t) - \hat{p}_1(t) - 2 \sum_{n=1}^{\infty} \hat{p}_1(t - 2nl) \right) \]

\[ + 2 \sum_{n=0}^{\infty} \hat{p}_2(t - (2n + 1)l) \]

\[ = \sum_{i=1}^{m} \int_{\xi_i(t)}^{\xi_{i+1}(t)} p_i(t, x)u(x, t)dx + f(t), \]

\[ (3.13) \]

\[ \gamma(t)\mu_2(t) + \theta(t) \left( F_x(l, t) + \hat{p}_2(t) + 2 \sum_{n=1}^{\infty} \hat{p}_2(t - 2nl) \right) \]

\[ - 2 \sum_{n=0}^{\infty} \hat{p}_1(t - (2n + 1)l) \]

\[ = \sum_{j=1}^{p} \int_{\eta_j(t)}^{\eta_{j+1}(t)} q_j(t, x)u(x, t)dx + g(t), \]

where \( 0 \leq t \leq T \). In order to solve this integral nonlocal problem we use the same method which was applied in the case of discrete nonlocal problem, i.e.
we break down time interval $[0, T]$ into subintervals, solve the problem separately on each of them and finally unite obtained solutions into one, which is the solution of the problem (3.1), (3.2), (3.12).

Let’s break $[0, T]$ into equal intervals with the length $t^* < l$. Consider the first interval $[0, t^*]$. On the basis of the definition of $\bar{m}_1(t)$ and $\bar{m}_2(t)$ equations (3.13), where $u(x, t)$ is substituted by its expression according to the formula (3.5), on the interval $[0, t^*]$ take the following form

$$
\alpha(t)\mu_1(t) - \beta(t)\mu_1'(t) = \sum_{i=1}^{m} \int_{\xi_i^0(t)}^{\xi_i^l(t)} p_i(t, x)\bar{m}_1(t - x)dx
$$

$$
+ \sum_{i=1}^{m} \int_{\xi_i^0(t)}^{\xi_i^l(t)} p_i(t, x)\bar{m}_2(t - l + x)dx
$$

$$
- \beta(t)F_x(0, t) + \hat{f}(t),
$$

(3.14)

$$
\gamma(t)\mu_2(t) + \theta(t)\mu_2'(t) = \sum_{j=1}^{p} \int_{\eta_j^0(t)}^{\eta_j^l(t)} q_j(t, x)\bar{m}_1(t - x)dx
$$

$$
+ \sum_{j=1}^{p} \int_{\eta_j^0(t)}^{\eta_j^l(t)} q_j(t, x)\bar{m}_2(t - l + x)dx
$$

$$
- \theta(t)F_x(l, t) + \hat{g}(t),
$$

where $\hat{f}$, $\hat{g}$ are expressed through given functions. Obviously, $\hat{f}, \hat{g} \in C^2([0, t^*])$. Changing variables in the integrals in the right-hand parts of (3.14), for $0 \leq t \leq t^*$ we get

$$
\alpha(t)\mu_1(t) - \beta(t)\mu_1'(t) = \sum_{i=1}^{m} \int_{t-\xi_i^0(t)}^{t-\xi_i^l(t)} p_i(t, t - \tau)\bar{m}_1(\tau)d\tau
$$

$$
+ \sum_{i=1}^{m} \int_{t-\xi_i^0(t)}^{t-\xi_i^l(t)} p_i(t, \tau + l - t)\bar{m}_2(\tau)d\tau
$$

$$
- \beta(t)F_x(0, t) + \hat{f}(t),
$$

(3.15)

$$
\gamma(t)\mu_2(t) + \theta(t)\mu_2'(t) = \sum_{j=1}^{p} \int_{t-\eta_j^0(t)}^{t-\eta_j^l(t)} q_j(t, t - \tau)\bar{m}_1(\tau)d\tau
$$

$$
+ \sum_{j=1}^{p} \int_{t-\eta_j^0(t)}^{t-\eta_j^l(t)} q_j(t, \tau + l - t)\bar{m}_2(\tau)d\tau - \theta(t)F_x(l, t)
$$

$$
+ \hat{g}(t).
$$

(3.16)
Let us introduce notations
\[ \tilde{\xi}^1_i(t) = \chi(t - \xi^1_i(t))(t - \xi^1_i(t)), \quad \tilde{\xi}^2_i(t) = \chi(t - \xi^2_i(t))(t - \xi^2_i(t)), \quad \tilde{\xi}^{1*}_i(t) = \chi(t - l + \xi^1_i(t))(t - l + \xi^1_i(t)), \quad \tilde{\xi}^{2*}_i(t) = \chi(t - l + \xi^2_i(t))(t - l + \xi^2_i(t)) \]
and in the same way \( \tilde{\eta}^1_j(t), \tilde{\eta}^2_j(t), \tilde{\eta}^{1*}_j(t), \tilde{\eta}^{2*}_j(t) \), where
\[ \chi(x) = \begin{cases} 1, & x \geq 0, \\ 0, & x < 0, \end{cases} \]
is Heaviside’s function. We denote by \( h_1(t) \) and \( h_2(t) \) additional functions, except \( \mu_1, \mu_2 \), taking part in the definition of \( \bar{p}_1 \) and \( \bar{p}_2 \). Taking these notations into account, we rewrite (3.15), (3.16) as follows:

\begin{align*}
(3.17) \quad \alpha(t)\mu_1(t) - \beta(t)\mu_1(t) &= \sum_{i=1}^{m} \int_{\tilde{\xi}^1_i(t)}^{\tilde{\xi}^2_i(t)} p_i(t, t - \tau)(\mu_1(\tau) + h_1(\tau))d\tau \\
&\quad + \sum_{i=1}^{m} \int_{\tilde{\xi}^{1*}_i(t)}^{\tilde{\xi}^{2*}_i(t)} p_i(t, \tau + l - t)(\mu_2(\tau) + h_2(\tau))d\tau \\
&\quad - \beta(t)F_x(0, t) + \tilde{f}(t), \\
(3.18) \quad \gamma(t)\mu_2(t) + \theta(t)\mu_2(t) &= \sum_{j=1}^{p} \int_{\tilde{\eta}^1_j(t)}^{\tilde{\eta}^2_j(t)} q_j(t, t - \tau)(\mu_1(\tau) + h_1(\tau))d\tau \\
&\quad + \sum_{j=1}^{p} \int_{\tilde{\eta}^{1*}_j(t)}^{\tilde{\eta}^{2*}_j(t)} q_j(t, \tau + l - t)(\mu_2(\tau) + h_2(\tau))d\tau \\
&\quad - \theta(t)F_x(l, t) + \tilde{g}(t),
\end{align*}

where \( 0 \leq t \leq t^* \). Therefore, for the functions \( \mu_1(t) \) and \( \mu_2(t) \) we get the system of integro-differential equations.

According to the condition iii) of the theorem, \( \beta(t) \) is either equal or unequal to zero everywhere. Due to this reason in the first case instead of (3.17) we have a special type integral equation, and in the second one, taking an integral from 0 to \( t \), for each \( 0 \leq t \leq t^* \), we obtain an integral equation too.

Similarly, we conclude that the equation (3.18) can be reduced to a special type integral equation. We consider only the case where the functions \( \beta(t), \theta(t) \) are equal to zero everywhere since all the rest cases can be considered without any significant changes. In this case \( \alpha(t), \gamma(t) \neq 0 \), for \( 0 \leq t \leq t^* \). Dividing the above expressions by \( \alpha(t), \gamma(t) \) respectively, for \( 0 \leq t \leq t^* \) we get
(3.19) \[ \mu_1(t) = \sum_{i=1}^{m} \int_{\xi_i(t)}^{\tilde{\xi}_i(t)} p_i^1(t, \tau) (\mu_1(\tau) + h_1(\tau)) d\tau + \sum_{i=1}^{m} \int_{\xi_i(t)}^{\tilde{\xi}_i(t)} p_i^2(t, 2t - \tau) (\mu_2(\tau) + h_2(\tau)) d\tau + \frac{f(t)}{\gamma(t)}, \]

(3.20) \[ \mu_2(t) = \sum_{j=1}^{p} \int_{\eta_j(t)}^{\tilde{\eta}_j(t)} q_j^1(t, \tau) (\mu_1(\tau) + h_1(\tau)) d\tau + \sum_{j=1}^{p} \int_{\eta_j(t)}^{\tilde{\eta}_j(t)} q_j^2(t, 2t - \tau) (\mu_2(\tau) + h_2(\tau)) d\tau + \frac{\hat{f}(t)}{\gamma(t)}, \]

where \( p_i^1(t, \tau) = \frac{p_i(t, t - \tau)}{\gamma(t)}, \ q_j^1(t, \tau) = \frac{q_j(t, t - \tau)}{\gamma(t)}. \) Note that all the functions in the system (3.19), (3.20) are continuous. Now we prove that the operator \( K : C([0, t^*]) \times C([0, t^*]) \to C([0, t^*]) \times C([0, t^*]) \) is compact, \( K = (K_1, K_2), \)

\[
K_1 \left( \begin{array}{c} v \\ w \end{array} \right) = \sum_{i=1}^{m} \int_{\xi_i(t)}^{\tilde{\xi}_i(t)} p_i^1(t, \tau) v(\tau) d\tau + \sum_{i=1}^{m} \int_{\xi_i(t)}^{\tilde{\xi}_i(t)} p_i^2(t, 2t - \tau) w(\tau) d\tau,
\]

(3.21) \[
K_2 \left( \begin{array}{c} v \\ w \end{array} \right) = \sum_{j=1}^{p} \int_{\eta_j(t)}^{\tilde{\eta}_j(t)} q_j^1(t, \tau) v(\tau) d\tau + \sum_{j=1}^{p} \int_{\eta_j(t)}^{\tilde{\eta}_j(t)} q_j^2(t, 2t - \tau) w(\tau) d\tau.
\]

Indeed, let \( A \subset C([0, t^*]) \times C([0, t^*]) \) be a bounded set, i.e.

(3.22) \[ \forall \left( \begin{array}{c} v \\ w \end{array} \right) \in A, \quad \left\| \begin{array}{c} v \\ w \end{array} \right\|_{C([0, t^*]) \times C([0, t^*])} = \|v\| + \|w\| \leq \epsilon, \]

where by \( \| \cdot \| \) we denote a norm in \( C([0, t^*]) \).

To show, that \( K \) is a compact operator, it is sufficient to prove, that both components \( K_1, K_2 : C([0, t^*]) \times C([0, t^*]) \to C([0, t^*]) \) of the operator \( K \) are compact. By the Ascoli-Arzela Theorem, the operator \( K_1 \) is compact whenever \( K_1(A) \) is uniformly bounded and equicontinuous. From (3.21) we have

\[ \left\| K_1 \left( \begin{array}{c} v \\ w \end{array} \right) \right\| \leq C_1 Tm(\|v\| + \|w\|), \quad C_1 = \max_{0 \leq i \leq m} \{ |p_i(t, x)/\gamma(t)| \}. \]

Therefore, as \( A \) is bounded, \( K_1(A) \) and analogously \( K_2(A) \) are uniformly bounded. Furthermore, since all the functions \( \xi_i^1, \xi_i^2 \) are twice continuously differentiable, it is easy to see that \( \tilde{\xi}_i^1, \tilde{\xi}_i^2 \) are Lipschitz continuous on \([0, t^*]\) and consequently
problems 359

(3.23) \[ K_1 \left( \frac{v}{w} \right) (t_2) - K_1 \left( \frac{v}{w} \right) (t_1) \]

\[ \leq \sum_{i=1}^{m} \left[ C_i \|v\| (|\tilde{\xi}_i^1(t_2) - \tilde{\xi}_i^1(t_1)| + |\tilde{\xi}_i^2(t_2) - \tilde{\xi}_i^2(t_1)|) \right. \]

\[ + C_i \|w\| (|\tilde{\xi}_i^{1*}(t_2) - \tilde{\xi}_i^{1*}(t_1)| + |\tilde{\xi}_i^{2*}(t_2) - \tilde{\xi}_i^{2*}(t_1)|)] \]

\[ \leq \sum_{i=1}^{m} \left[ C_i \|v\| (|\tilde{\xi}_i^{1*}(t_2) - \tilde{\xi}_i^{1*}(t_1)| + |\tilde{\xi}_i^{2*}(t_2) - \tilde{\xi}_i^{2*}(t_1)|) \right. \]

\[ + C_i \|w\| (|\tilde{\xi}_i^{1*}(t_2) - \tilde{\xi}_i^{1*}(t_1)| + |\tilde{\xi}_i^{2*}(t_2) - \tilde{\xi}_i^{2*}(t_1)|)] \]

where \( \tilde{\xi}_i^{1}, \tilde{\xi}_i^{2}, \tilde{\xi}_i^{1*}, \tilde{\xi}_i^{2*} \) are Lipschitz constants corresponding to the functions \( \tilde{\xi}_i^{1}, \)
\( \tilde{\xi}_i^{2}, \tilde{\xi}_i^{1*}, \tilde{\xi}_i^{2*} \). (3.22) and (3.23) imply that \( K_1(A) \) is equicontinuous set of functions
and thus \( K_1 \) is a compact operator. By the similar discussion we can deduce that
the operator \( K_2 \) is compact too.

So, the operator \( K \) is compact and therefore the alternative of Fredholm
is true for the system (3.19), (3.20), i.e. the system has a unique solution only if
the homogeneous system has only the trivial one. Though, using the method
of mathematical induction we can prove the validity of the following inequalities
for any \( n \in \mathbb{N} \):

(3.24) \[ \max \{|\mu_1(t)|, |\mu_2(t)|\} \leq 2^{n-1} c^2 t^n \|\mu_1\| + 2^{n-1} c^2 t^n \|\mu_2\|, \quad 0 \leq t \leq t^*, \]

where \( c = \max\{mC_1, pC_2\}, \quad C_2 = \max_{[0,t^*]:0 \leq x \leq T} \{|q_j(t, x)/\gamma(t)|\}. \)
From the (3.24), tending \( n \to \infty \), we get that the homogeneous system has only the trivial solution.
Therefore, system (3.19), (3.20) has a unique solution.

To show that the pair \( \{\mu_1, \mu_2\} \) is a solution of the nonlocal problem, it is
sufficient to prove that \( \mu_1, \mu_2 \in C^2([0, t^*]) \). According to the continuity of
\( \mu_1(t) \) and \( \mu_2(t) \) it is obvious that \( \bar{p}_1(t) \) and \( \bar{p}_2(t) \) are also continuous. Then
from (3.14) where \( \beta(t) = \theta(t) = 0 \) we get that the right-hand parts of the equations
are continuously differentiable, since \( \bar{z}_i(t), \bar{\zeta}_i(t), \eta_1(t), \eta_2(t) \in C^2([0, t^*]), \)
and consequently \( \mu_1, \mu_2 \in C^1([0, t^*]). \) It is not difficult to check that \( \bar{p}_1, \bar{p}_2 \in C^2([0, t^*]). \) Repeating the above reasoning, we similarly obtain that \( \mu_1, \mu_2 \in C^2([0, t^*]) \).
Substituting this pair into the formula (3.5), we get the solution \( u(x, t) \) of the problem (3.1), (3.2), (3.12) for \( t \in [0, t^*] \).

Taking for the initial moment of time \( t^* \), i.e. changing time variable \( t \)
by \( t = t - t^* \), for the function \( v(x, t) = u(x, t + t^*) \) we get the following nonlocal problem

\[ \frac{\partial^2 v}{\partial \tau^2} = \frac{\partial^2 v}{\partial x^2}, \quad 0 < x < l, \quad 0 < \tau < T - t^*, \]
\[ a(t + t^*)v(0, \tau) + b(t + t^*) \frac{\partial v}{\partial x}(0, \tau) \]
\[ = \sum_{i=1}^{m} \int_{\xi_i(t + t^*)}^{\xi_{i-1}(t + t^*)} p_i(\tau + t^*, x)v(x, \tau)dx + f(\tau + t^*), \quad 0 \leq \tau \leq T - t^*, \]
\[ \gamma(t + t^*)v(l, \tau) + \theta(t + t^*) \frac{\partial v}{\partial x}(l, \tau) \]
\[ = \sum_{j=1}^{p} \int_{\eta_{j-1}(t + t^*)}^{\eta_j(t + t^*)} q_j(\tau + t^*, x)v(x, \tau)dx + g(\tau + t^*), \]

with the initial conditions
\[ v(x, 0) = u(x, t^*), \quad 0 \leq x \leq l, \]
\[ v(x, 0) = u_t(x, t^*), \quad 0 \leq x \leq l, \]

where the function \( u(x, t) \) is already defined on the interval \([0, t^*]\). Analogous to the above we can find the function \( v(x, t) \) \( (0 \leq t \leq t^*) \), which is the expansion of \( u(x, t) \) on the set \([0, l] \times [t^*, 2t^*]\). Repeating the reasoning conducted in the proof of the Theorem 3.1 it is easy to check that the function \( u(x, t) \) obtained by such a way is the solution of the formulated problem on \([0, 2t^*]\). Analogously the function \( u(x, t) \) can be determined for \( t \in [0, nt^*], n \in \mathbb{N} \) until the moment of time \( T \) and consequently the nonlocal problem (3.1), (3.2), (3.12) has a unique solution.

4. Nonlocal problems for the telegraph equation

As in the case of string oscillation equation in this section we consider nonlocal problems with discrete and integral nonlocal conditions for the telegraph equation. However, in contrast to the case of string oscillation, here the main method of solution constructing is the application of a special type potential, which allows to reduce posed nonlocal problems to integral equations. Here we also use corresponding notations of the §3.

Let us consider the nonlocal problem for the telegraph equation

\[ \frac{\partial^2 u}{\partial t^2} = \frac{\partial^2 u}{\partial x^2} + c^2 u, \quad 0 < x < l, \quad 0 < t < T, \]

with the initial conditions
\[ u(x, 0) = \phi(x), \quad u_t(x, 0) = \psi(x), \quad 0 \leq x \leq l, \]
and the nonlocal boundary conditions

\[ a(t)u(0, t) + \beta(t) \frac{\partial u}{\partial x}(0, t) = \sum_{i=1}^{m} [A_i u(\xi_i(t), t)](t) + f(t), \]

\[ 0 \leq t \leq T, \]

\[ (4.3) \]

\[ \gamma(t)u(l, t) + \theta(t) \frac{\partial u}{\partial x}(l, t) = \sum_{j=1}^{n} [B_j u(\eta_j(t), t)](t) + g(t), \]

where \( 0 \neq c = \text{const} \) is a real or an imaginary number, and \( u(x, t) \) is an unknown function, twice continuously differentiable on \( [0, l] \times [0, T] \), satisfying the equation (4.1) and conditions (4.2), (4.3).

The following theorem is true.

**Theorem 4.1.** If all the conditions of the Theorem 3.1 are valid, then the nonlocal problem (4.1)–(4.3) has a unique solution.

**Proof.** Note that if we find the solution \( u(x, t) \) of the problem (4.1)–(4.3), then it takes certain meanings on the boundary and, consequently, it is the solution of the telegraph equation with classical Dirichlet conditions on the boundary. In this case we can show that

\[ u(x, t) = G(x, t) + \frac{\partial}{\partial x} \left[ \int_{0}^{t-x} \left( \int_{0}^{t-\tau} v_1(\tau) I(c^2((t-\tau)^2 - x^2)) d\tau \right) d\tau \right. \]

\[ + \left. \int_{0}^{t-l-x} v_2(\tau) I(c^2((t-\tau)^2 - (l-x)^2)) d\tau \right], \]

\[ (4.4) \]

\[ G(x, t) = \frac{\partial}{\partial t} \left[ \frac{1}{2} \int_{x-t}^{x+t} I(c^2(t^2 - (x-x)^2)) \varphi(x) dx \right] \]

\[ + \frac{1}{2} \int_{x-t}^{x+t} I(c^2(t^2 - (x-x)^2)) \psi(x) dx, \]

where \( I(z) = \sum_{i=0}^{\infty} \frac{1}{(i!)^2} \left( \frac{z}{4} \right)^i, \varphi, \psi \) are continuations of the functions \( \varphi, \psi \) on the whole axis retaining smoothness, \( v_1, v_2 \in C^2([0, T]), v_1(\tau) = v_2(\tau) = 0, \) for \( \tau \leq 0. \) Therefore solution of the problem (4.1)–(4.3) is uniquely defined by the functions \( v_1, v_2 \) and due to this fact resolution of the posed problem is reduced to determination of functions \( v_1(t) \) and \( v_2(t). \) For definiteness we consider the case when \( \beta(t) \neq 0, \theta(t) \neq 0 \) for \( 0 \leq t \leq T. \) All other cases can be treated similarly.

Substituting formula (4.4) into the first condition (4.3), we get an equation for \( v_1(t) \) and \( v_2(t) \)
\[
\alpha(t)u(0, t) + \beta(t) \frac{\partial u}{\partial x}(0, t)
\]

\[
= \sum_{i=1}^{m} A_i \left[ G(\xi_i(t), t) - v_1(t - \xi_i(t)) \right]
\]

\[
- 2 \int_{0}^{t-\xi_i(t)} v_1(\tau)e^{2\xi_i(t)}I'(e^{2((t-\tau)^2 - \xi_i^2(t))})d\tau + v_2(t - l + \xi_i(t))
\]

\[
+ 2 \int_{0}^{t-l+\xi_i(t)} v_2(\tau)e^{2((l-\xi_i(t))^2 - (l - \xi_i(t))^2))d\tau \right] (t) + f(t).
\]

We may obtain the similar equation from the second boundary condition (4.3). As in the proof of the Theorem 3.1 we consider the same time interval \([0, t^*]\) for which we have

\[
-\alpha(t)v_1(t) + \beta(t)v_1'(t) - \beta(t) \int_{0}^{t} v_1(\tau)I_1(t - \tau)d\tau
\]

\[
= \sum_{i=1}^{m} [A_i \left( G(\xi_i(t), t) \right) - \alpha(t)G(0, t) - \beta(t)\gamma_{\xi_i}(0, t) + f(t)],
\]

(4.5)

\[
\gamma(t)v_2(t) + \theta(t)v_2'(t) - \theta(t) \int_{0}^{t} v_2(\tau)I_1(t - \tau)d\tau
\]

\[
= \sum_{j=1}^{p} [B_j \left( G(\eta_j(t), t) \right) - \gamma(t)G(l, t) - \theta(t)\gamma_{\eta_j}(l, t) + g(t)],
\]

where \(I_1(t - \tau) = 2e^2I'(e^{2(t-\tau)^2})\), and denoting the right-hand parts of the equations (4.5) by \(f^*(t)\) and \(g^*(t)\) respectively, we obtain

\[
v_1(t) = \int_{0}^{t} \int_{0}^{t} v_1(\tau)I_1(s - \tau)d\tau ds + \int_{0}^{t} \frac{\alpha(\tau)}{B(\tau)} v_1(\tau)d\tau + \int_{0}^{t} \frac{f^*(\tau)}{B(\tau)} d\tau,
\]

(4.6)

\[
v_2(t) = \int_{0}^{t} \int_{0}^{t} v_2(\tau)I_1(s - \tau)d\tau ds - \int_{0}^{t} \frac{\gamma(\tau)}{\theta(\tau)} v_2(\tau)d\tau + \int_{0}^{t} \frac{g^*(\tau)}{\theta(\tau)} d\tau,
\]

for \(0 \leq t \leq t^*\).

Both equations (4.6) are integral equations of the same type. Due to this fact we consider the first for \(v_1(t)\). Let’s introduce the following operator

\[
Kv(t) = \int_{0}^{t} \int_{0}^{t} v(\tau)I_1(s - \tau)d\tau ds + \int_{0}^{t} \frac{\alpha(\tau)}{B(\tau)} v(\tau)d\tau, \quad \forall v \in C([0, t^*]).
\]

Then the first equation (4.6) takes the following form

(4.7)

\[
v_1 = Kv_1 + f^*.
\]
where \( f''(t) = \int_0^t \frac{f''(\tau)}{\beta(\tau)} \, d\tau \) and obviously \( f'' \in C^2([0, t^*]) \). Let’s prove now that \( K \) is a compact operator from \( C([0, t^*]) \) to \( C([0, t^*]) \). Let us consider the bounded set \( A = C([0, t^*]) \) and prove that the closure of \( K(A) \) is compact in \( C([0, t^*]) \). By the Ascoli-Arzela Theorem, we have to check uniform boundedness and equicontinuity of \( K(A) \). Indeed, if we denote a norm in \( C([0, t^*]) \) by \( \| \cdot \| \), we get
\[
\|Kv\| \leq T^2 C_1 \|v\| + T C_2 \|v\|, \quad \forall v \in A,
\]
where \( C_1 = \max_{[0, t^*]}|I_1(t)|, \ C_2 = \max_{[0, t^*]}|\alpha(t)/\beta(t)|, \) and since \( \|v\| \) is bounded, \( K(A) \) is uniformly bounded. Also
\[
|Kv(t_1) - Kv(t_2)| = \left| \int_{t_1}^{t_2} \int_0^t \frac{\alpha(\tau)}{\beta(\tau)} v(\tau) \, d\tau \, ds + \int_{t_1}^{t_2} \frac{\alpha(\tau)}{\beta(\tau)} v(\tau) \, d\tau \right|
\leq |t_2 - t_1|(TC_1 \|v\| + C_2 \|v\|)
\]
and, consequently, \( K(A) \) is equicontinuous. This implies that \( K \) is compact. Taking the latter into account for equation (4.7) the Fredholm theorems are true. Hence, if we prove, that the homogeneous equation has only a trivial solution, the equation (4.7) has a unique solution. Let’s consider the homogeneous equation
\[
v = Kv
\]
or
\[
v(t) = \int_0^t \int_0^s v(\tau)I_1(s - \tau) \, d\tau \, ds + \int_0^t \frac{\alpha(\tau)}{\beta(\tau)} v(\tau) \, d\tau.
\]
Let’s show that \( v(t) \) satisfies the following estimate
\[
|v(t)| \leq \|v\| \sum_{k=0}^n C_k^n C_k^{n-k} \frac{t^{n+k}}{(n+k)!}.
\]
Indeed, (4.8) is obvious for \( n = 1 \). Assume that the above estimate is true for \( n \) and let it show for \( n + 1 \),
\[
|v(t)| \leq C_1 \int_0^t \int_0^s |v(\tau)| \, d\tau \, ds + C_2 \int_0^t |v(\tau)| \, d\tau
\leq \|v\| \sum_{k=0}^{n+1} C_{n+1}^k C_1^k C_2^{n+1-k} \frac{t^{n+1+k}}{(n + 1 + k)!}.
\]
Therefore the inequality (4.8) is true for any \( n \in \mathbb{N} \). (4.8) implies that

\[
|v(t)| \leq \|v\| (C_1 + C_2)^n \sum_{k=0}^{n} \frac{t^{n-k}}{(n+k)!} \leq \|v\| (C_1 + C_2)^n \frac{e^{t^*}}{n!} \to 0
\]

as \( n \to \infty \) for \( t \in [0, t^*] \) and therefore \( v(t) \equiv 0 \) on \( [0, t^*] \).

So, the first equation (4.6) has a unique continuous solution. However, as in the proof of the Theorem 3.2 the form of the equation provides twice continuously differentiability of \( v_1 \) on \( [0, t^*] \). Similarly we can check existence and uniqueness of the function \( v_2(t) \). Thus, we conclude that the pair \( \{v_1, v_2\} \) is uniquely defined and, consequently, the stated problem (4.1)–(4.3) has a unique solution on \( [0, t^*] \).

Now, consider the time interval \( [t^*, 2t^*] \). Here we also obtain equations similar to (4.6), where \( f^* \) and \( g^* \) are changed by combinations of the functions \( v_1(t) \) and \( v_2(t) \), already defined on \( [0, t^*] \), since \( t^* \leq \xi_1(t), \eta_1(t) \leq l - t^* \) and consequently for \( t^* \leq t \leq 2t^* \),

\[
2t^* - l \leq t - \xi_1(t) \leq t^*, \quad 2t^* - l \leq t - l + \eta_1(t) \leq t^*,
\]

\[
2t^* - l \leq t - l + \xi_1(t) \leq t^*, \quad 2t^* - l \leq t - \eta_1(t) \leq t^*.
\]

Repeating above reasoning for these equations we determine \( v_1(t) \) and \( v_2(t) \) for \( t \in [t^*, 2t^*] \). It is not difficult to show that the obtained functions \( v_1(t) \) and \( v_2(t) \) are twice continuously differentiable on \( [0, 2t^*] \). Therefore \( u(x, t) \) solution of the posed problem is uniquely found on \( [0, 2t^*] \). Similarly, we can define \( u(x, t) \) on \( [0, nt^*], n \in \mathbb{N} \) until the moment \( T \). □

**Remark.** It should be pointed out that the operators \( A^i, B^j \) in nonlocal boundary conditions in general are neither linear nor continuous. However, if we do not consider the operators as continuous, nonlocal problem might be incorrect. In the case of continuity of the operators it is easy to show that solution \( u(x, t) \) continuously depends on initial data. Consequently, in any case, a solution of the nonlocal problem (4.1)–(4.3) exists and is unique, but depending on continuity of the operators the posed problem will either be correct or incorrect. Similar reasoning is true for the problem (3.1)–(3.3).

Let us consider now integral nonlocal problem for the telegraph equation (4.1), with the initial conditions (4.2) and the nonlocal boundary conditions

\[
\begin{align*}
\alpha(t)u(0, t) + \beta(t) \frac{\partial u}{\partial x}(0, t) &= \sum_{i=1}^{m} \int_{\zeta_i(t)}^{\xi_i(t)} p_i(t, x)u(x, t)dx + f(t), \\
0 \leq t \leq T,
\end{align*}
\]

\[
\begin{align*}
\gamma(t)u(l, t) + \theta(t) \frac{\partial u}{\partial x}(l, t) &= \sum_{j=1}^{p} \int_{\eta_j(t)}^{\xi_j(t)} q_j(t, x)u(x, t)dx + g(t),
\end{align*}
\]

(4.9)
where the given functions satisfy all conditions required in the Theorem 3.2. Under these conditions the following theorem is correct.

**THEOREM 4.2.** The nonlocal problem (4.1), (4.2), (4.9) has a unique solution \( u(x, t) \), which is twice continuously differentiable on \([0, l] \times [0, T]\), satisfies the equation (4.1) and conditions (4.2), (4.9).

**Proof.** As for the proceeding theorem, even in this case solution of the problem (4.1), (4.2), (4.9) is equivalent to determination of a pair of twice continuously differentiable functions \( \{v_1, v_2\} \). In order to simplify the following discussions we assume, that \( \beta(t) = 0(t) = 0 \) for \( t \in [0, T] \). Then, using the properties of \( v_1, v_2 \), from (4.9) we obtain the following equations

\[
\begin{align*}
-a(t) & v_1(t) \\
= & \sum_{j=1}^{m} c_j \left( G(x, t) - v_1(t-x) - \int_0^{t-x} v_1(\tau) I_2(t, \tau, x)d\tau \\
& + v_2(t-l+x) + \int_0^{t-l+x} v_2(\tau) I_2(t, \tau, l-x)d\tau \right) dx \\
& - a(t) G(0, t) + f(t),
\end{align*}
\]

\( (4.10) \)

\[
\begin{align*}
g(t) & v_2(t) \\
= & \sum_{j=1}^{p} g_j \left( G(x, t) - v_1(t-x) - \int_0^{t-x} v_1(\tau) I_2(t, \tau, x)d\tau \\
& + v_2(t-l+x) + \int_0^{t-l+x} v_2(\tau) I_2(t, \tau, l-x)d\tau \right) dx \\
& - g(t) G(l, t) + g(t),
\end{align*}
\]

for \( 0 \leq t \leq t^* \), where \( t^* \) is an arbitrary positive real number \( t^* < l \), \( I_2(t, \tau, x) = 2c^2 x I'(c^2((t-\tau)^2 - x^2)) \) and consequently we get a system of integral equations for which we can show that there exists a unique twice continuously differentiable solution and therefore, \( v_1(t) \) and \( v_2(t) \) are defined on \([0, t^*]\).

As in the proof conducted for the previous theorem, considering time interval \([t^*, 2t^*]\) we get equations similar to those of (4.10) from which we define the functions \( v_1, v_2 \) on \([t^*, 2t^*]\), twice continuously differentiable continuations of \( v_1(t), v_2(t) \). Consequently, the pair \( \{v_1, v_2\} \) is found on \([0, 2t^*]\). Similarly, \( v_1 \) and \( v_2 \) can be defined for all \( t \in [0, T] \). Therefore, the integral nonlocal problem (4.1), (4.2), (4.9) has a unique solution. \( \Box \)
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