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Abstract. We deal with reaction-diffusion equations of bistable type in an inhomogeneous medium. When the reaction term is balanced in the sense that a bulk potential energy attains the same global minimum at the two stable equilibria for each spatial point, we derive a free-boundary problem whose solutions determine equilibrium interfaces. We show that a non-degenerate solution of the free-boundary problem gives rise to an equilibrium internal layer solution of the reaction-diffusion equation, and moreover, the stability property of the latter is obtained from a linearization of the free boundary problem.

1. Introduction

1.1. Background. Internal layers, which separate two stable bulk states by a sharp transition near hypersurfaces (called interfaces), are often observed in bistable reaction-diffusion equations when the reaction rate is stronger than the diffusion effect. The motion of such interfaces is considered as the evolution of spatio-temporal patterns generated by the reaction-diffusion equation. Therefore, investigations of interfacial phenomena, such as internal transition layers and interface motions, are of crucial importance in our understanding of pattern-formation mechanisms in nature.

The Allen-Cahn equation with cubic nonlinearity

\begin{equation}
\frac{\partial u}{\partial t} = \varepsilon^2 \Delta u - (u^3 - u) \quad x \in \mathbb{R}^N, \; t > 0,
\end{equation}

is a typical example in which internal layers spontaneously develop and evolve when the diffusion coefficient is rather small, $0 < \varepsilon^2 \ll 1$. By rescaling time, one can write (A-C) as follows:
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\[
\begin{align*}
(A\text{-C-s}) & \quad \frac{\partial u}{\partial t} = \varepsilon A u - \frac{1}{\varepsilon} (u^3 - u), \\
(A\text{-C-ss}) & \quad \frac{\partial u}{\partial t} = A u - \frac{1}{\varepsilon^2} (u^3 - u).
\end{align*}
\]

It should be noted here that no spatial re-scaling has been performed to obtain the latter two equations from (A-C). Slow dynamics in (A-C), say dynamics of order \(O(\varepsilon)\), is clearly captured by (A-C-s), while to describe much slower dynamics of order \(O(\varepsilon^2)\) the third equation (A-C-ss) may be adequate. It is therefore our advantage to employ three forms of the same equation interchangeably, according to the dynamical behavior of our attention.

The ordinary differential equation (ODE), or the reaction kinetics, associated with (A-C)

\[
\frac{du}{dt} = u - u^3
\]

is of bistable type, in the sense that \(u = \pm 1\) are its two stable equilibria. The equilibrium \(u = 0\) is located in between the two stable ones, and in fact, it is precisely on the boundary of the basins of attraction for \(u = \pm 1\). Since the reaction rate is much stronger than the diffusion rate in (A-C), it is naturally expected that ODE-dynamics will dominate the behavior of solutions, at least in the initial stage. In fact, it is rigorously proven by Chen [2] that the solution of (A-C) with initial condition \(u(x, 0) = u_0(x)\) develops transition layers near \(\{x \in \mathbb{R}^N \mid u_0(x) = 0\}\). Namely, for \(t \approx 0\)

\[
\begin{align*}
& u(x, t) \approx -1 \quad \{x \in \mathbb{R}^N \mid u_0(x) < 0\} =: \mathcal{D}^{(-)}(0), \\
& u(x, t) \approx 1 \quad \{x \in \mathbb{R}^N \mid u_0(x) > 0\} =: \mathcal{D}^{(+)}(0).
\end{align*}
\]

In this sense, \(I_0 = \{x \in \mathbb{R}^N \mid u_0(x) = 0\}\) is called the initial interface.

When the transition layer becomes sharp enough, the diffusion effect \(\varepsilon^2 A u\) also becomes comparable with the reaction term and cannot be neglected anymore. It is also shown by Chen [2] that at this stage the interface \(\Gamma(t) = \{x \in \mathbb{R}^N \mid u(x, t) = 0\}\) starts to move according to the mean curvature flow:

\[
\mathbf{V}(x; \Gamma(t)) = -\kappa(x; \Gamma(t)) \quad x \in \Gamma(t), \ t > 0.
\]

Here, the scale of time is that of (A-C-ss), and \(\mathbf{V}(x; \Gamma(t))\) is the speed of \(\Gamma(t)\), measured in the unit normal direction \(\nu(x, \Gamma(t))\) on \(\Gamma(t)\) pointing into the interior of \(\mathcal{D}^{(\pm)}(t)\), where \(\mathcal{D}^{(\pm)}(t) = \{x \mid \pm u(x, t) > 0\}\). The symbol \(\kappa(x; \Gamma)\) stands for the sum of principal curvatures of \(\Gamma\) at \(x \in \Gamma\). We agree to call it simply the mean curvature of \(\Gamma(t)\). The sign of \(\kappa(x; \Gamma(t))\) is chosen so that it
is positive if the center of the curvature sphere is in $\mathcal{G}^{-}(t)$. More precisely, we define it by

$$\kappa(x; \Gamma(t)) = \text{div}_n v(x; \Gamma(t))$$

in which the unit normal vector $v$ is smoothly extended to a neighborhood of $\Gamma(t)$.

The Allen-Cahn equation above is a special case of the following reaction-diffusion equation

$$\frac{\partial u}{\partial t} = \varepsilon^2 \Delta u - W'(u),$$

in which $W(u)$ is a double-well potential and $W'(u) = \frac{dW(u)}{du}$. $W(u)$ is called a double-well potential when it has two local minima at, say, $u = a_-$ and $u = a_+$ ($a_- < a_+$). When $W(u) = u^4/4 - u^2/2$, (RD) is nothing but (A-C).

In the dynamics of (RD) driven by the double-well potential, the difference of potential values at the two wells $u = a_{\pm}$ plays an important role. The difference is measured as

$$W(a_+) - W(a_-) = \int_{a_-}^{a_+} W'(u) du =: [W]_+^-.$$

Note that for a double-well potential, the nonlinearity $-W'(u)$ is of bistable type. When the difference $[W]_+^-$ is zero, the corresponding nonlinearity $-W'(u)$ is called balanced. When the nonlinearity is bistable and balanced, the description above for (A-C) is equally valid for (RD).

When the nonlinearity is bistable but not balanced, it is also shown by Chen [2] that the motion of interface $\Gamma(t)$ is described by

$$V(x; \Gamma(t)) = e^W x \in \Gamma(t), \ t > 0,$$

where the time scale is that of (A-C-s), and $e^W$ is a constant which is of the same sign as $[W]_+^-$. The motion law (CS) is in accord with our intuition. If, for example, $e^W > 0$, namely, $[W]_+^- > 0$ (and hence the well at $u = a_-$ is deeper than that at $u = a_+$, cf. (PD)), then (CS) says that the interface $\Gamma(t)$ invades $\mathcal{G}^{(+)}(t)$, the region occupied by $u = a_+$. Therefore, eventually $\mathcal{G}^{(-)}(t)$, which is occupied by $u = a_-$, will dominate the entire region.

For more detail of the interface dynamics of (RD), we refer to [2] by Chen.

1.2. Statement of Problem. In the previous subsection, interfacial phenomena have been described for a spatially homogeneous reaction-diffusion equation. From a viewpoint of application, it is natural to consider spatially inhomogeneous equations, since environments in which reaction and diffusion take
place is, realistically speaking, non-uniform. For reaction-diffusion equations, there are at least two ways of introducing spatial inhomogeneity: one in the diffusion rate; the other in the reaction term. In this paper, we restrict our consideration strictly to the latter situation.

Let us consider a spatially inhomogeneous reaction-diffusion equation

\[
\begin{aligned}
\frac{\partial u}{\partial t} &= \varepsilon^2 \Delta u - f(u, x, \varepsilon), \quad (x \in \Omega \subset \mathbb{R}^N, t > 0), \\
\frac{\partial u}{\partial n} &= 0, \quad (x \in \partial \Omega, t > 0),
\end{aligned}
\]  

(1.1)

with the no-flux boundary conditions. In (1.1), \(\Omega\) is a smooth bounded domain and \(n\) stands for the inward unit normal vector on \(\partial \Omega\). The nonlinear term \(f(u, x, \varepsilon)\) is assumed to be smooth and derived from a double-well potential \(W(u, x, \varepsilon)\):

\[
f(u, x, \varepsilon) = \frac{\partial W(u, x, \varepsilon)}{\partial u}
\]

(1.2)

with \(u = \phi^{(\pm)}(x, \varepsilon)\) denoting the locations of two wells, satisfying

\[
(1.2-a) \quad \phi^{(-)}(x, \varepsilon) < \phi^{(+))(x, \varepsilon)} \quad (x \in \Omega).
\]

It is expected, from the discussion on the Allen-Cahn equation, that the difference in the values of potential at the two wells will play an important role in describing the dynamics of (1.1). Let us denote the difference at each \(x \in \Omega\) by \([W]_+^-(x)\):

\[
(1.3) \quad [W]^+_-(x) = \int_{\phi^{(-)}(x)}^{\phi^{(+)}} f(u, x, 0) du = W(\phi^{(+))(x), 0}) - W(\phi^{(-)}(x), x, 0)
\]

where \(\phi^{(\pm)}(x) = \phi^{(\pm)}(x, 0)\) (cf. (1.2-a)).

Along with (1.1), it is convenient to also consider its (time) re-scaled versions:

\[
\begin{aligned}
\frac{\hat{\partial u}}{\hat{\partial t}} &= \varepsilon^2 \Delta u - \frac{1}{\varepsilon} f(u, x, \varepsilon), \\
\frac{\hat{\partial u}}{\hat{\partial n}} &= \Delta u - \frac{1}{\varepsilon^2} f(u, x, \varepsilon).
\end{aligned}
\]

(1.1-s)

In this paper, we are mainly concerned with interfacial phenomena for (1.1), and in particular, with equilibrium internal transition layers and their stability properties.

Before we go further, let us make precise the conditions to be imposed on the nonlinearity \(f\).
The equation $f(u,x,0) = 0$ has exactly three solutions $u = \phi^{\pm}(x), \phi^{(0)}(x)$ with

$$\phi^{(-)}(x) < \phi^{(0)}(x) < \phi^{(+)}(x) \quad x \in \mathcal{D}.$$  

Moreover,

$$f_u^{\pm}(x) = f_u(\phi^{(\pm)}(x), x, 0) > 0 \quad x \in \mathcal{D}.$$  

Under the assumption (A1), it is known that the following problem

$$\begin{cases}
\frac{d^2 \tilde{Q}_0}{dz^2} + c \frac{d \tilde{Q}_0}{dz} - f(\tilde{Q}_0, x, 0) = 0 \quad z \in \mathbb{R}, \\
\lim_{z \to \pm \infty} \tilde{Q}_0(z) = \phi^{(\pm)}(x), \quad \tilde{Q}_0(0) = \frac{1}{2}(\phi^{(+)}(x) + \phi^{(-)}(x))
\end{cases}$$

has a unique solution $(\tilde{Q}_0(z; x), c(x))$, where $x \in \mathcal{D}$ is regarded as a parameter. The solution pair $(\tilde{Q}_0(z; x), c(x))$ satisfy the following properties: There exist constants $C > 0$ and $\delta > 0$, independent of $x$, such that

(1.4a) $|\tilde{Q}_0(z; x) - \phi^{(\pm)}(x)| \leq Ce^{-\delta|z|}$ as $z \to \pm \infty$,

(1.4b) $\frac{\partial \tilde{Q}_0(z; x)}{\partial z} > 0$, $\left| \frac{\partial \tilde{Q}_0(z; x)}{\partial z} \right|, \left| \frac{\partial^2 \tilde{Q}_0(z; x)}{\partial z^2} \right| \leq Ce^{-\delta|z|}$,

(1.4c) $|W|_+^2(x) = c(x) \int_{-\infty}^{\infty} \left( \frac{\partial \tilde{Q}_0(z; x)}{\partial z} \right)^2 dz$.

The solution $u(x,t)$ of (1.1) starting from an initial function $u_0(x)$, similar to the case of (RD), will develop internal transition layers near

$$\left\{ x \in \mathcal{D} \mid u_0(x) = \frac{1}{2}(\phi^{(+)}(x) + \phi^{(-)}(x)) \right\} = \Gamma_0,$$

and the interface $\Gamma(t)$ evolves according to

$$V(x; \Gamma(t)) = c(x) \quad (x \in \Gamma(t), t > 0).$$

The time scale of (1.5) is the same as (1.1-s). Here and in what follows, we always treat the cases where interfaces are staying uniformly away from the boundary of domain $\partial \mathcal{D}$.

From our standpoint of investigating the existence of equilibrium internal layer solutions, it is natural to ask the next question:

If the interface equation (1.5) has a smooth equilibrium solution $\Gamma$, then does (1.1) have a family of equilibrium solutions with transition layers on $\Gamma$ for small $\varepsilon > 0$?
It turns out that the answer to this question is rather delicate. In \cite{4}, Fife and Greenlee prove that the answer is affirmative if the condition
\begin{equation}
\nabla_c c(x) \big|_\Gamma \cdot v(x, \Gamma) < 0, \quad x \in \Gamma
\end{equation}
is fulfilled. Here $\Gamma$ is a smooth equilibrium solution of (1.5). Namely, $\Gamma = \{ x \in \mathcal{D} \mid c(x) = 0 \}$ is a closed manifold of codimension 1. Moreover, the solution thus obtained is a stable equilibrium of (1.1). It is of crucial importance to note that the normal vector $n$ above is pointing into the region where the solution $u$ assumes values close to $\phi^{(+)}$. Since $c(x) \equiv 0$ on $\Gamma$, the condition above says that in the two regions away from the interface $\Gamma$ the solution takes values close to the absolute minimum of the potential $W(u, x, 0)$.

On the other hand, it is also pointed out in \cite{9}, in the context of the same question for a system of reaction-diffusion equations, that if the condition
\begin{equation}
\nabla_c c(x) \big|_\Gamma \cdot v(x, \Gamma) > 0, \quad x \in \Gamma
\end{equation}
is the case, then there may exist infinitely many internal layer solutions which exhibit sharp transitions near $\Gamma$. By examining the proof in \cite{9} and interpreting it in our situation, we can state the following criterion on the existence of equilibrium internal layer solutions.

**Theorem 1.1.** Let $\Gamma$ be a smooth equilibrium solution of (1.5). If it is non-degenerate in the sense that the spectrum of the linearized operator
\begin{equation}
\varepsilon A^\Gamma + (\nabla_c c(x) \big|_\Gamma \cdot v(x, \Gamma)),
\end{equation}
defined on $\Gamma$ ($A^\Gamma$ is the Laplace-Beltrami operator on $\Gamma$), is bounded away from zero uniformly in $\varepsilon \in (0, \varepsilon_0]$ for some $\varepsilon_0 > 0$, then (1.1) has a family of solutions with sharp transitions along $\Gamma$.

Since $A^\Gamma$ is a non-positive operator, it is evident that if $\nabla_c c(x) \big|_\Gamma \cdot v(x, \Gamma) < 0$, then the spectrum of the operator (1.6) is uniformly bounded away from zero. Hence the criterion above is compatible with the result by Fife and Greenlee \cite{4}. On the other hand, if the sign is opposite, $\nabla_c c(x) \big|_\Gamma \cdot v(x, \Gamma) > 0$, then the spectrum of (1.6) hits zero infinitely often as $\varepsilon \to 0$.

The purpose of this paper is to investigate the existence and stability properties of internal layer solutions of (1.1) when the nonlinearity is of balanced type at each point $x \in \mathcal{D}$. Namely, we impose the following condition on $f$:

\begin{enumerate}
\item[(A2)] $[W]^+(x) \equiv 0$ on $\mathcal{D}$, or equivalently, $c(x) \equiv 0$ on $\mathcal{D}$.
\end{enumerate}
Under this condition, we may normalize $W$ so that $W(\phi^{(\pm)}(x), x, 0) \equiv 0$.

If (A2) is the case, two kinds of degeneracies occur;
• any closed manifold \( \Gamma \subset \mathcal{D} \) of codimension one is an equilibrium of (1.5);

• the corresponding linear operator (1.6) reduces to \( \varepsilon \Delta \Gamma \) which has the 0-eigenvalue as well as infinitely many eigenvalues converging to 0 as \( \varepsilon \to 0 \), making Theorem 1.1 invalid. Therefore, we need to establish a selection principle to identify possible equilibrium interfaces, and to develop a method to study stability properties of corresponding transition layer solutions.

Under the conditions (A1) and (A2), one can show, along the line of arguments employed in Nakamura et al. [7], that the interface equation for (1.1-ss) is given by

\[
(1.7) \quad V(x; \Gamma(t)) = -\kappa(x; \Gamma(t)) + \frac{J(x; \Gamma(t))}{m(x)}, \quad (x \in \Gamma(t), t > 0),
\]

where

\[
(1.7-a) \quad m(x) = \int_{-\infty}^{\infty} \left( \frac{\partial \hat{Q}_0(z; x)}{\partial z} \right)^2 dz, \quad (x \in \mathcal{D}),
\]

\[
(1.7-b) \quad J(x; \Gamma) = \int_{-\infty}^{\infty} \left[ z(V_x f(u, x, 0)|_{u=Q_0(x)} \cdot v(x; \Gamma))
+ f_e(\hat{Q}_0(z; x), x, 0) \frac{\partial \hat{Q}_0(z; x)}{\partial z} \right] dz, \quad (x \in \Gamma).
\]

There is an important relation between \( m(x) \) and \( J(x; \Gamma) \):

\[
(1.7-c) \quad J(x; \Gamma) = -V_x m(x) \cdot v(x; \Gamma) + \int_{-\infty}^{\infty} f_e(\hat{Q}_0(z; x), x, 0) \frac{\partial \hat{Q}_0(z; x)}{\partial z} dz
= -V_x m(x) \cdot v(x; \Gamma) + \frac{\partial}{\partial \varepsilon} [W(\phi^{(+)')(x), x, \varepsilon) - W(\phi^{(-)')(x), x, \varepsilon)] |_{\varepsilon=0}.
\]

In terms of the potential \( W \), the quantity \( m(x) \) is expressed as

\[
(1.7-d) \quad m(x) = \int_{\phi^{(+)(x)}}^{\phi^{(-)(x)}} \sqrt{2W(u, x, 0)} \, du
\]

which may be interpreted as the unit energy neccessary for the system to make transition in the \( v \)-direction from \( \phi^{(+)')(x)} \) to \( \phi^{(-)(x)} \). Therefore, when the nonlinearity is independent of \( \varepsilon \), (1.7-c) implies that the interface equation (1.7) is written as

\[
V(x; \Gamma(t)) = -\kappa(x; \Gamma(t)) - V_x (\log m(x)), \quad (x \in \Gamma(t), t > 0),
\]
which is a slight generalization of the interface equation (2.20) in Nakamura et al. [7]. The latter equation shows that the interface tends to move in the direction to decrease the interfacial energy $m(x)$ if the curvature-effect is neglected.

The main objective of this paper is to answer the following question:

**Under the conditions (A1) and (A2),** if the interface equation (1.7) has a smooth equilibrium solution $\Gamma$, then does (1.1) have an equilibrium solution with internal transition layers on $\Gamma$? If such a solution exists, is it stable or unstable?

In order to state our problem succinctly, let us define a class $\mathcal{F}$ of interfaces.

(1.8) \[ \mathcal{F} = \{ \Gamma \in \mathcal{D} | \Gamma \text{ is an } (N - 1)\text{-dimensional, smooth,} \]

\[ \text{and closed manifold} \}. \]

For a given $\Gamma \in \mathcal{F}$ and in its sufficiently small neighborhood

(1.9) \[ \Gamma^{(\delta)} = \{ x \in \mathcal{D} | \text{dist}(x, \Gamma) < \delta \} \]

for some $\delta > 0$, we introduce a local coordinate system via

(1.10) \[ \Gamma^{(\delta)} \ni x \mapsto (y, r) \in \Gamma \times (-\delta, \delta) \quad \text{with} \quad r = \begin{cases} \text{dist}(x, y), & \text{if } x \in \mathcal{D}^{(+)}_\Gamma, \\ -\text{dist}(x, y), & \text{if } x \in \mathcal{D}^{(-)}_\Gamma, \end{cases} \]

where $y \in \Gamma$ is such that dist$(x, \Gamma) = \text{dist}(x, y)$, and $\mathcal{D}^{(\pm)}_\Gamma$ are sub-domains of $\mathcal{D}$ divided by $\Gamma$. Later in this paper, $\mathcal{D}^{(\pm)}_\Gamma$ are, respectively, the domains where $u(x) \approx \phi^{(\pm)}(x)$ (cf. (2.1), (2.2) below). Denoting by $v(y, \Gamma)$ the unit normal vector of $\Gamma$ at $y \in \Gamma$ pointing into $\mathcal{D}^{(+)}_\Gamma$, one can write the coordinate system in (1.10) as

(1.11) \[ x = y + rv(y, \Gamma), \quad (x \in \Gamma^{(\delta)}, y \in \Gamma, |r| \leq \delta). \]

For an element $\Gamma \in \mathcal{F}$, we also define its *r-shift*, $\Gamma_r$, by

(1.12) \[ \Gamma_r = \{ x = y + rv(y, \Gamma) | y \in \Gamma \} \]

for $|r| < \delta$.

In accordance with the right-hand side of (1.7), let us define a function $V_1(x, \Gamma)$ for $\Gamma \in \mathcal{F}$ by

(1.13) \[ V_1(x, \Gamma) \equiv -\kappa(x, \Gamma)m(x) + J(x; \Gamma), \quad x \in \mathcal{D}. \]

As our selection principle for equilibrium interfaces, we now impose the condition that (1.7) has a smooth equilibrium solution.
(A3) There exists a $\Gamma \in \mathcal{F}$ such that

$$V_1(x, \Gamma) \equiv 0 \quad \text{on} \quad \Gamma.$$ 

It is not so easy to find such a $\Gamma \in \mathcal{F}$ as in (A3). It is a free-interface problem to be investigated in its own right (cf. §2.2 below).

In order to answer the question above, we need an extra non-degeneracy condition. Let us define an elliptic operator $A^F$ by

$$A^F R(x) := m(x) \left( \Delta^F + \sum_{j=1}^{N-1} \kappa_j(x)^2 \right) R(x) + \nabla_f m(x) \cdot \nabla_f R(x) - \kappa(x; \Gamma) \frac{\partial m(x)}{\partial v(x; \Gamma)} R(x) + J_r(x; \Gamma) R(x) \quad x \in \Gamma,$$

$$= \text{div}_f(m(x)\nabla_f R(x)) + m(x) \left( \sum_{j=1}^{N-1} \kappa_j(x)^2 \right) R(x) - \kappa(x; \Gamma) \frac{\partial m(x)}{\partial v(x; \Gamma)} R(x) + J_r(x; \Gamma) R(x) \quad x \in \Gamma,$$

where $\Delta^F$, $\text{div}_f$, and $\nabla_f$ stand, respectively, for the Laplace-Beltrami, divergence and gradient operators on the manifold $\Gamma$ with respect to the metric induced on $\Gamma$ from the Euclidean metric in $\mathcal{D}$, and $\kappa_j(x)$ ($j = 1, \ldots, N-1$) are principal curvatures of $\Gamma$ at $x$. The function $J_r(x; \Gamma)$ is defined by

$$J_r(x; \Gamma) \equiv \frac{\partial}{\partial \tau} J(x + r v(x; \Gamma); \Gamma_r) |_{\tau=0}.$$ 

The operator $A^F R$ in (1.14) is the linearization of $V_1(x, \Gamma)$ in the direction of

$$\{ x + R(x) v(x, \Gamma) \mid x \in \Gamma \}.$$ 

This follows from the identity

$$\frac{\partial}{\partial \tau} J(x + \tau R(x) v(x; \Gamma); \Gamma_{r(x)}) |_{\tau=0} = \nabla_f m(x) \cdot \nabla_f R(x) + J_r(x; \Gamma) R(x),$$

which is verified via direct computations. The operator $A^F$ also emerges naturally from $C^1$-matching conditions in §4.2, below.

Let us consider an eigenvalue problem for $A^F$

$$A^F \Theta(x) = \lambda m(x) \Theta(x), \quad x \in \Gamma.$$ 

(1.16)

Since (1.16) is a self-adjoint eigenvalue problem, its eigenvalues are all real. We denote them as
\[ (1.16') \quad \sigma_r = \{ \lambda_j^{(r)} \}_{j=0}^{\infty}, \quad \lambda_0^{(r)} > \lambda_1^{(r)} > \cdots > \lambda_j^{(r)} \to -\infty, \]

where only distinct eigenvalues are listed. The multiplicity of \( \lambda_j^{(r)} \) is denoted by \( m_j^{(r)} \geq 1 \). The non-degeneracy condition on \( r \) is:

**A4** 0 is not an eigenvalue of (1.16), i.e., \( 0 \notin \sigma_r \).

Let us now outline the contents of the paper.

In the next section, we will state our main theorem and present some examples to which it applies. These examples naturally give rise to interesting geometric variational problems. We then prove the main theorem in § 3, while §§ 4 and 5 are devoted to the proof of technical results used in § 3.

2. **Main results**

2.1. **Existence and Stability of Layers.** The following is our main theorem.

**Theorem 2.1.** Assume that the conditions (A1), (A2), (A3), and (A4) are satisfied.

(i) There exist \( \varepsilon_0 > 0 \) and a family of equilibrium solutions \( u(x, \varepsilon) \) of (1.1) such that for each fixed \( d_0 > 0 \)

\[ \lim_{\varepsilon \to 0} u(x, \varepsilon) = \begin{cases} \phi^{(-)}(x), & x \in \mathcal{D}_r^{(-)} \setminus \Gamma^{(d_0)}, \\ \phi^{(+)}(x), & x \in \mathcal{D}_r^{(+)} \setminus \Gamma^{(d_0)}, \end{cases} \]

uniformly.

(ii) If \( \lambda_0^{(r)} < 0 \), then the solution \( u(x, \varepsilon) \) is asymptotically stable. If there exists \( k \geq 0 \) such that \( \lambda_k^{(r)} > 0 > \lambda_{k+1}^{(r)} \), then the solution \( u(x, \varepsilon) \) is unstable with instability index equal to \( \sum_{j=0}^{k} m_j \).

Nakashima [8] established results similar to Theorem 2.1. She proves the existence of stable internal transition layers in one-dimensional situation. Her method, however, is based on comparison principles and hence unable to prove unstable solutions. Our theorem is a generalization of the results in [8] to multi-dimensional domains, including unstable situations.

Theorem 2.1 justifies the interface equation (1.7), in the context of equilibrium solutions. A dynamic version of such a justification may be established by the method similar to the one presented below (cf. §§ 3, 4, and 5).

2.2. **Examples.** In this subsection, we deal with simple examples to which Theorem 2.1 applies.

**Example 2.1.** Let us consider the situation where the nonlinearity \( f \) in (1.1) is given by

\[ f(x) = \begin{cases} \sin(x), & x \in (-\infty, 0), \\ e^x - 1, & x \in [0, \infty). \end{cases} \]
In this case, the corresponding \( \tilde{Q}_0 \) of (1.4) is easily found to be
\[
\tilde{Q}_0(\tau; x) \equiv \tilde{Q}_0(\tau) := \tanh \left( \frac{\tau}{\sqrt{2}} \right).
\]
In the sequel, the function \( \tilde{Q}_0(\tau) \) will be used frequently. The functions \( m(x) \) and \( J(x; \Gamma) \) of (1.7-a) and (1.7-b), respectively, are easily computed:
\[
m(x) \equiv \frac{2\sqrt{2}}{3} \quad (x \in \mathcal{D}), \quad J(x; \Gamma) \equiv \frac{4}{3} \pi(x) \quad (x \in \Gamma).
\]
Therefore the condition (A3) demands that there should exist a \( \Gamma \in \mathcal{F} \) such that
\[
\kappa(x; \Gamma) = \sqrt{2}\pi(x), \quad x \in \Gamma.
\]
This is a problem of highly geometric nature. Such a hypersurface is called a surface with prescribed mean curvature in differential geometry literature. One can verify that (2.5) is the first variational equation for the functional \( F_a(\Gamma) \) defined by
\[
F_a(\Gamma) := \int_{\Gamma} dS_x - \int_{\partial_{v}^{\Gamma}} \pi(x)dx \quad (\Gamma \in \mathcal{F}),
\]
where \( dS_x \) is the surface element of \( \Gamma \).

Let us assume that (2.5) does have a smooth solution \( \Gamma \), or equivalently, that (2.6) has a critical point \( \Gamma \) which is regular enough (we will later treat a special case where we can easily find a solution). The linear operator \( \mathcal{A}^F \) in (1.14) is given by
\[
\mathcal{A}^F R(x) = \left( A^F + \sum_{j=1}^{N-1} \kappa_j(x)^2 \right) R(x) + \frac{\partial \pi(x)}{\partial v(x; \Gamma)} R(x) \quad x \in \Gamma.
\]
The first two terms on the right-hand side of (2.7), \( A^F + \sum_{j=1}^{N-1} \kappa_j(x)^2 \), is called the Jacobi operator on \( \Gamma \), which describes the first variation of \( -\kappa(x; \Gamma) \). In fact \( -\frac{3}{2\sqrt{2}} \mathcal{A}^F R(x) \) is the second variation of \( F_a \) at \( \Gamma \) in the direction of \( R \).

Example 2.2. In this example, we consider the case where the non-linearity \( f \) is of the form
\[
f(u, x, \varepsilon) \equiv h(x)^2(u^3 - u).
\]
The function \( h(x) \) is smooth and strictly positive on \( \mathcal{D} \). One can easily identify \( \tilde{Q}_0(\tau; x), m(x) \) and \( J(x; \Gamma) \) as
Therefore the free-interface problem in the present case is given by

\[ h(x)\kappa(x; \Gamma) + \frac{\partial h(x)}{\partial v(x; \Gamma)} = 0, \quad x \in \Gamma. \]

This is the first variational equation for the functional \( E_h(\Gamma) \) defined by

\[ E_h(\Gamma) := \int_{\Gamma} h(x) dS_x. \]

The free-interface problem (2.10) may look similar to (2.5), but it is substantially different, since in (2.10) the value of mean curvature at \( x \in \Gamma \) depends not only on the prescribed value \( h(x) \), but also on the normal direction \( n(x; \Gamma) \) of the free interface. To the best of our knowledge, there seems to be no general condition on \( h \) that ensures the existence of solutions to (2.10), except for a special case to be treated in §2.3 below. It is a natural strategy to find minimizers (or critical points) of \( E_h \) in order to obtain solutions of (2.10). This problem deserves a separate treatment.

Assuming that (2.10) has a smooth solution \( \Gamma \), the linear operator in (1.14) is given by

\[ \frac{3}{2\sqrt{2}} \alpha \Gamma R(x) = h(x) \left( \Lambda^\Gamma + \sum_{j=1}^{N-1} \kappa_j(x)^2 \right) R(x) + \nabla R h(x) \cdot \nabla R(x) \]

\[ - \frac{\partial h(x)}{\partial v(x; \Gamma)} \kappa(x; \Gamma) R(x) - \frac{\partial^2 h(x)}{\partial v(x; \Gamma)^2} R(x), \]

which is the second variation of (2.11) at \( \Gamma \).

**Example 2.3.** Let the nonlinearity \( f \) in (1.1) be given by

\[ f(u, x, \varepsilon) = u(u^2 - \phi(x)^2), \]

in which \( \phi(x) > 0 \) is a smooth function defined on \( \mathcal{D} \). Then we have

\[ \tilde{Q}_0(t; x) = \phi(x) \tilde{Q}_0(\phi(x) t), \quad m(x) = \frac{2\sqrt{2}}{3} \phi(x)^3, \]

\[ J(x; \Gamma) = -c \phi(x)^2 \frac{\partial \phi(x)}{\partial v(x; \Gamma)}. \]
where
\[ c_\ast = 2 \int_R \hat{Q}_0(\tau) \frac{d\hat{Q}_0(\tau)}{d\tau} \tau \, d\tau = 2\sqrt{2}. \]

The free-interface problem is therefore written as
\[ \kappa(x; \Gamma) \phi(x)^3 + 3\phi(x)^2 \frac{\partial \phi(x)}{\partial v(x; \Gamma)} = 0 \quad x \in \Gamma. \]  
(2.15)

This is almost identical to (2.10). In fact, (2.15) is the first variational equation of the functional \( \hat{E}_\psi(\Gamma) \) defined by
\[ \hat{E}_\psi(\Gamma) \equiv \int_\Gamma \phi(x)^3 \, dS_x. \]  
(2.16)

Assuming that (2.15) has a smooth solution \( \Gamma \), the operator \( \mathcal{A}_\Gamma \) is given by
\[ \frac{3}{2\sqrt{2}} \mathcal{A}_\Gamma R(x) \equiv \phi(x)^3 \left( \Delta \Gamma + \sum_{j=1}^{N-1} \kappa_j(x)^2 \right) R(x) + \nabla \Gamma (\phi(x)^3) \cdot \nabla R(x) \]
\[ - \frac{\partial \phi(x)^3}{\partial v(x; \Gamma)} \kappa(x; \Gamma) R(x) - \frac{\partial^2 \phi(x)^3}{\partial v(x; \Gamma)^2} R(x). \]  
(2.17)

In the examples above, we have been naturally lead to geometric variational problems associated with the functionals \( F_\phi, E_\psi \) and \( \hat{E}_\phi \), defined respectively by (2.6), (2.11) and (2.16). Critical points of these functionals correspond to the solutions of the free-interface problems (2.5), (2.10) and (2.15), respectively. The solutions of the latter problems in turn give rise to stationary solutions of (1.1) with internal transition layers on the free-interface. Also, the stability of the transition layer solutions is read off from the index of the critical points.

2.3. Analysis of Examples. In this subsection, the examples above will be analyzed when the inhomogeneity is radially symmetric. Let \( \mathcal{D} \) contain the origin of \( \mathbb{R}^N \) and \( \kappa, \phi \) and \( \psi \) depend only on \( r = |x| \). We do not, however, assume that \( \mathcal{D} \) is radially symmetric. In this situation, we look for the free-interface \( \Gamma \) among spheres with center at the origin. For the sake of definiteness, we assume that interiors of free surfaces correspond to \( \mathcal{D}^{-(\cdot)} \). The other case where \( \mathcal{D}^{(\cdot)} \) corresponds to the interior of \( \Gamma \) can be treated similarly.

The free-interface problem is nothing but the equilibrium problem of the interface equation (1.7). It is therefore more illuminating to cast it in a dynamic version. When the initial interface is a sphere with center at the origin, the solution of (1.7) remains to be a concentric sphere, since the spatial
inhomogeneity is radially symmetric. Therefore, the dynamic versions of the free-interface problems (2.5), (2.10) and (2.15) are respectively written as:

\[
\frac{dr}{dt} = -\frac{d}{dr} \left( \log r^{N-1} - \int_0^r \alpha(s) ds \right),
\]

(Example 2.1)

\[
\frac{dr}{dt} = -\frac{d}{dr} \log(r^{N-1} h(r)),
\]

(Example 2.2)

\[
\frac{dr}{dt} = -\frac{d}{dr} \log(r^{N-1} \phi(r)^3),
\]

(Example 2.3)

Therefore radial dynamics of (1.7) in these examples are determined by the profile of the corresponding potentials.

Let \( r = r_0 \) be an equilibrium point of (2.18). The stability of the corresponding interface \( I' \) with respect to radial perturbations is determined by the sign of the second derivative of the potentials at \( r = r_0 \). The stability property with respect to non-radial perturbations is encoded in the eigenvalues of the linear operator in (2.7), (2.12), or (2.17).

One can easily verify that eigenfunctions of the operator are all spherical harmonics. The eigenvalue \( \lambda_j^f \) corresponding to spherical harmonics of degree \( j \geq 0 \) is given by

\[
\lambda_j^f = -\frac{j(j + N - 2)}{r_0^2} - \frac{d^2}{dr^2} \left( \log r^{N-1} - \int_0^r \alpha(s) ds \right) \bigg|_{r=r_0},
\]

(Example 2.1)

\[
\lambda_j^f = -\frac{j(j + N - 2)}{r_0^2} - \frac{d^2}{dr^2} \log(r^{N-1} h(r)) \bigg|_{r=r_0},
\]

(Example 2.2)

\[
\lambda_j^f = -\frac{j(j + N - 2)}{r_0^2} - \frac{d^2}{dr^2} \log(r^{N-1} \phi(r)^3) \bigg|_{r=r_0}.
\]

(Example 2.3)

Based upon the information provided by (2.19), Theorems 2.1 and 2.2 now apply to produce the existence and stability properties of the corresponding stationary solutions of (1.1) with internal transition layers.

**Remark 2.2.** Our theorem naturally applies to one-dimensional cases, where we can reproduce the results in [8].

Let \( \mathcal{D} = (0, 1) \subset \mathbb{R} \). The interface equation for Example 2.1 is given by

\[
\frac{dr}{dt} = \alpha(r).
\]

A simple zero \( r_0 \in (0, 1) \) of \( \alpha(r) \) therefore gives rise to an equilibrium solution of (1.1) for small \( \varepsilon > 0 \), which is asymptotically stable if \( \alpha'(r_0) \) is negative and unstable if \( \alpha'(r_0) > 0 \).
On the other hand, the interface equation for Example 2.4 is given by

\[
\frac{dr}{dt} = -\frac{h'(r)}{h(r)}.
\]

Therefore, a nondegenerate critical point \( r_0 \in (0, 1) \) of the function \( h(r) \); \( h'(r_0) = 0, h''(r_0) \neq 0 \), gives rise to a family of internal transition layer solutions of (1.1) near \( r = r_0 \). The solutions are asymptotically stable (resp. unstable) if \( h(r) \) attains a local minimum (resp. local maximum).

3. Proof of Theorem 2.1

We will prove Theorem 2.1 in this section. Since our proof is rather lengthy, we will delegate the computational details to §§4 and 5.

Let \( u(x, \varepsilon) \) be the desired solution of Theorem 2.1. We define the equilibrium interface \( I_\varepsilon \) by

\[
I_\varepsilon = \left\{ x \in \mathcal{D} \mid u(x, \varepsilon) = \frac{1}{2}(\phi^+(x) + \phi^-(x)) \right\}.
\]

Without loss of generality, we may assume that \( \phi^+(x) + \phi^-(x) \equiv 0 \) on \( \mathcal{D} \). For, if not, we change the unknown \( u \) by \( u \mapsto u - \frac{1}{2}(\phi^+(x) + \phi^-(x)) \). Then the new unknown satisfies

\[
\varepsilon^2 A u = \tilde{f}(u, x, \varepsilon),
\]

where

\[
\tilde{f}(u, x, \varepsilon) = f\left(u + \frac{1}{2}(\phi^+(x) + \phi^-(x)), x, \varepsilon\right) + \varepsilon^2 A(\phi^+(x) + \phi^-(x)).
\]

For this new nonlinearity \( \tilde{f} \), the conditions (A1) and (A2) are fulfilled. We therefore define the interface \( I_\varepsilon \) by

\[
(3.1) \quad I_\varepsilon = \{ x \in \mathcal{D} \mid u(x, \varepsilon) = 0 \} \in \mathcal{F},
\]

which is unknown a priori. The condition (A3) demands that \( \lim_{\varepsilon \to 0} I_\varepsilon \) exists. Therefore we expect that \( I_\varepsilon \) is expressed as the graph of a function \( R^\varepsilon(y) \) over \( \Gamma := \lim_{\varepsilon \to 0} I_\varepsilon \) in terms of the local coordinate system \((y, r)\) in (1.10) and (1.11):

\[
(3.2) \quad I_\varepsilon = \{ x \in \mathcal{D} \mid x = y + \varepsilon R^\varepsilon(y), y \in \Gamma \}.
\]

We will first establish the existence of approximate solutions with an arbitrarily high accuracy.
Proposition 3.1. For any integer \( k \geq 2 \), one can choose a smooth function \( R^k(y) \quad (y \in \Gamma) \) for which there exists a family of smooth approximate solutions \( u^k(x) \) of the problem

\[
\begin{cases}
\varepsilon^2 Au - f(u, x, \varepsilon) = 0 & (x \in \mathcal{D}), \\
\frac{\partial u}{\partial n} = 0 & (x \in \partial \mathcal{D}),
\end{cases}
\]

such that

\[
\{ x \in \mathcal{D} | u^k(x) = 0 \} = \{ x \in \mathcal{D} | x = y + \varepsilon R^k(y) v(y), y \in \Gamma \}
\]

and

\[
\frac{\partial u^k}{\partial n} = 0 \quad (x \in \partial \mathcal{D}), \quad \| \varepsilon^2 Au^k - f(u^k, x, \varepsilon) \|_{C^a(\mathcal{D})} = O(\varepsilon^{k+1-a-\alpha'})
\]

for \( 0 < \alpha < 1 \) and \( 0 < \alpha' \leq 1 \). Here \( C^a(\mathcal{D}) \) is the usual Hölder space \( C^a(\mathcal{D}) \) with the weighted norm

\[
\| p \|_{C^a(\mathcal{D})} = \sup_{x \in \mathcal{D}} |p(x)| + \varepsilon^a \sup_{x \neq x' \in \mathcal{D}} \frac{|p(x) - p(x')|}{|x - x'|^a}.
\]

We give here some comments on Proposition 3.1, although it will be proven in §4.

The function \( R^k(y) \) is given by a finite sum

\[
R^k(y) = R_1(y) + \varepsilon R_2(y) + \cdots + \varepsilon^{k-2} R_{k-1}(y),
\]

in which the functions \( R_j(y) \quad (0 \leq j \leq k - 1) \) are determined by solving linear elliptic equations on \( \Gamma \):

\[
\mathcal{A}^k R_1 = h_1(y) \quad (a \text{ known function}) \quad (j = 1),
\]

\[
\mathcal{A}^k R_j = h_j(y, R_1, \ldots, R_{j-1}) \quad (a \text{ function determined by } R_1, \ldots, R_{j-1}) \quad (j \geq 2).
\]

Thanks to the condition \((A4)\), the operator \( \mathcal{A}^k \) is invertible and hence (3.4) and (3.5) are uniquely solvable. The elliptic equations (3.4) and (3.5) will appear as \( C^1 \)-matching conditions in the asymptotic expansions in §4.

We now linearize (3.3) around the approximate solution \( u^k \):

\[
L^k \phi := \varepsilon^2 \Delta \phi - f_\varepsilon(u^k, x, \varepsilon) \phi,
\]

and consider the associated eigenvalue problem:
\[
\begin{aligned}
L_k^\varepsilon \varphi = \lambda \varphi \quad (x \in \mathcal{D}), \\
\frac{\partial \varphi}{\partial n} = 0 \quad (x \in \partial \mathcal{D}).
\end{aligned}
\]

**Definition 3.2.** An eigenvalue \( \lambda^\varepsilon \) of (3.6) is called a *non-critical eigenvalue* if there exist constants \( \delta > 0, \varepsilon_\ast > 0 \) such that

\[
|\lambda^\varepsilon| \geq \delta \quad (\forall \varepsilon \in (0, \varepsilon_\ast]).
\]

An eigenvalue of (3.6) is called a *critical eigenvalue* if it is not non-critical.

The following result plays a decisive role in our proof of Theorem 2.1.

**Proposition 3.3.** (i) There exists \( \delta_\ast > 0 \) and \( \varepsilon_\ast > 0 \) so that non-critical eigenvalues \( \lambda^\varepsilon \) of (3.6) satisfy

\[
\lambda^\varepsilon \leq -\delta_\ast, \quad \forall \varepsilon \in (0, \varepsilon_\ast].
\]

(ii) Let \( \lambda^\varepsilon \) be a critical eigenvalue of (3.6) with \( k \geq 2 \). Then

\[
\lim_{\varepsilon \to 0} \lambda^\varepsilon = 0 \quad \text{and} \quad \lim_{\varepsilon \to 0} \frac{\lambda^\varepsilon}{\varepsilon^2} = \lambda^* \in \sigma_f.
\]

We will prove this proposition in § 5.

From this proposition and the condition \((A4)\), we immediately conclude that the linear operator \( L_k^\varepsilon \) is invertible. This also allows us to establish the following.

**Proposition 3.4.** There exist constants \( C > 0 \) and \( \varepsilon_\ast > 0 \) so that the estimate

\[
\| (L_k^\varepsilon)^{-1} \|_{C^{1/2}((\mathcal{D})) \to C^{1/2}((\mathcal{D}))} \leq \frac{C}{\varepsilon^{2[N/4]+4}} \quad \text{for } \varepsilon \in (0, \varepsilon_\ast]
\]

is valid, where \( \left\lfloor \frac{N}{4} \right\rfloor \) stands for the integer-part of one-quarter of the dimension \( N \).

**Proof.** Proposition 3.3 and the condition \((A4)\) imply that \( L_k^\varepsilon : W^{2,2}(\mathcal{D}) \to L^2(\mathcal{D}) \) is invertible for \( \varepsilon \in (0, \varepsilon_\ast] \) (where \( \varepsilon_\ast > 0 \) is adequately small), and that there exists \( C > 0 \) such that

\[
\| u \|_{L^2} \leq \frac{C}{\varepsilon^2} \| v \|_{L^2}, \quad \varepsilon \in (0, \varepsilon_\ast],
\]

where \( v \in C^{1/2}(\mathcal{D}) \) and \( u = (L_k^\varepsilon)^{-1} v \).

In the sequel, we simply use the same symbol \( C \) to denote positive constants, independent of \( \varepsilon \), which may differ from line to line.
By using the $L^p$-estimates for the Laplacian in the equation

$$\Delta u = \frac{1}{\varepsilon^2} \{ f_\varepsilon(u^\varepsilon, x, \varepsilon) u + v \},$$

we have

$$\|u\|_{W^{2, r}(\mathcal{D})} \leq \frac{C}{\varepsilon^2} \left( \|u\|_{L^p} + \|v\|_{L^p} \right) \quad (1 \leq p < \infty). \tag{3.8}$$

Our strategy of proof is to use (3.8), combined with the Sobolev embeddings

$$\|u\|_{L^p} \leq C \|u\|_{W^{2, r}}, \quad 1 \leq p \leq \frac{p' N}{N - 2p'}, \quad \text{if} \quad N \geq 2p', \tag{3.9}$$

and

$$\|u\|_{C^\alpha} \leq C \|u\|_{W^{2, r}}, \quad \text{with} \quad \alpha = \min \left\{ 1, 2 - \frac{N}{p'} \right\}, \quad \text{if} \quad 2p > N. \tag{3.10}$$

1. For $N = 1, 2, 3$, we first use (3.10) with $p = 2$. Taking $\alpha = 1/2$, and using (3.8) (with $p = 2$) and (3.7), we have

$$\|u\|_{C^1} \leq \frac{C}{\varepsilon^2} \left( \|u\|_{W^{2, 2}} + \|v\|_{L^2} \right) \leq \frac{C}{\varepsilon^2} \left( \|v\|_{L^2} + \|v\|_{L^2} \right) \leq \frac{C}{\varepsilon^2} \|v\|_{C^1}.$$

This completes the proof for $N = 1, 2, 3$.

2. For $N \geq 4$, we argue as follows. The estimate

$$\|u\|_{W^{2, 2}} \leq \frac{C}{\varepsilon^2} \|v\|_{L^2}, \quad \forall N \geq 1 \tag{3.11}$$

has been already established above by using (3.8) and (3.7). For each integer $j \geq 0$, we will establish the estimate

$$\|u\|_{W^{2, 2N/(N-4j)}} \leq \frac{C}{\varepsilon^{2j+4}} \|v\|_{L^{2N/(N-4j)}}, \quad \forall N \geq 4j. \tag{3.12}$$

Let us prove (3.12) by induction. For $j = 0$, (3.12) reduces to (3.11). Assume now that (3.12) is true for some $j \geq 0$. By using (3.9) with $p' = \frac{2N}{N-4j}$, we obtain, for $N \geq 4(j+1)$,

$$\|u\|_{L^p} \leq C \|u\|_{W^{2, 2N/(N-4j)}}, \quad 1 \leq p \leq \frac{2N}{N - 4(j+1)}. \tag{3.13}$$
Using this with $p = \frac{2N}{N-4(j+1)}$ in (3.8), and then using (3.12) in the resulting estimate, we obtain

$$\|u\|_{W^{2,\infty}((N-4j+1)])} \leq \frac{C}{e^{\frac{2}{(j+1)+4}}} \|v\|_{L^{\infty}((N-4j+1)])}, \quad \forall N \geq 4(j+1).$$

Therefore, we have established (3.12) for all nonnegative integer $j$.

On the other hand, if $N = 4j, 4j + 1, 4j + 2, 4j + 3$, then $2 \times \frac{2N}{N-j} > N$, and hence (3.10) applies with $a = 1/2$, giving rise to

$$\|u\|_{C^{1/2}} \leq C\|u\|_{W^{2,\infty}((N-4j+1)])}.$$

Since $\|u\|_{C^{1/2}} \leq \|u\|_{C^{1/2}}$ and $\|v\|_{L^p} \leq C\|v\|_{C^{1/2}}$ for any $p \geq 1$, the last estimate and (3.12) establish for each $j \geq 0$ that

$$\|u\|_{C^{1/2}} \leq \frac{C}{e^{2/2}} \|v\|_{C^{1/2}}, \quad \text{for } N = 4j, 4j + 1, 4j + 2, 4j + 3.$$

This completes the proof. \(\square\)

We are now ready to prove Theorem 2.1.

**Proof of Theorem 2.1.** The method of proof presented below is a generalization of an idea first employed in [5].

We look for a true solution $u(x, \varepsilon)$ of (3.3) near the approximate solution $u^k_\varepsilon$:

$$u(x, \varepsilon) = u^k_\varepsilon(x) + \varphi(x).$$

Problem (3.3) is now recast, in terms of $\varphi$, as

$$\begin{cases}
L^k_\varepsilon \varphi = -J^{-1}(L^\varepsilon_\varepsilon \varphi + \mathcal{R}^\varepsilon) \quad \text{in } \Omega, \\
\frac{\partial \varphi}{\partial n} = 0 \quad \text{on } \partial \Omega,
\end{cases}$$

where

$$\begin{cases}
J^{-1}(L^\varepsilon_\varepsilon \varphi + \mathcal{R}^\varepsilon) = f(u^k_\varepsilon + \varphi, x, \varepsilon) - f(u^k_\varepsilon, x, \varepsilon) - f^*(u^k_\varepsilon, x, \varepsilon)\varphi, \\
\mathcal{R}^\varepsilon = -\varepsilon^2 \Delta u^k_\varepsilon + f(u^k_\varepsilon, x, \varepsilon).
\end{cases}$$

Replacing $\varphi$ by $\varepsilon \bar{\varphi}$ with $l = 2 \left[\frac{N}{4}\right] + 4$, we rewrite (3.13) as follows:

$$\bar{\varphi} = \mathcal{R}^\varepsilon \bar{\varphi} := \varepsilon^{-1}(L^\varepsilon_\varepsilon)^{-1}\{J^{-1}(L^\varepsilon_\varepsilon \bar{\varphi} + \mathcal{R}^\varepsilon)\}.$$

Applying Proposition 3.1 with $k = 2l$, we have

$$\|\mathcal{R}^\varepsilon\|_{C^{1/2}((\Omega))} = O(\varepsilon^{2l+1/2}).$$

Since $|J^{-1}(\varphi)| = O(|\varphi|^2)$, Proposition 3.4 yields
These allow us to show that \( S \approx \phi \) is a contraction on a small ball of radius \( O(\varepsilon/2) \) around zero in \( C^1 \approx \phi \). Therefore, the fixed-point equation (3.14) has a unique solution \( \approx \phi \) with \( \| \approx \phi \|_{C^1(\mathcal{G})} = O(\varepsilon/2) \). The desired solution is then given by

\[
\approx \phi(x) = \varepsilon \phi(x) + \phi^\varepsilon(x) \quad \text{with} \quad \| \phi^\varepsilon \|_{C^1(\mathcal{G})} = O(\varepsilon/2).
\]

This completes the proof of the existence-part of Theorem 2.1.

In order to prove the stability-part of the theorem, we consider the critical eigenvalues of

\[
L^\varepsilon = \varepsilon^2 \Delta - f_{\varepsilon}(x, \varepsilon, x, \varepsilon).
\]

However, we have

\[
L^\varepsilon = L^\varepsilon - \left[ f_{\varepsilon}(u(x, \varepsilon), x, \varepsilon) - f_{\varepsilon}(u^\varepsilon(x), x, \varepsilon) \right]
\]

and

\[
\| f_{\varepsilon}(\cdot, \cdot, x, \varepsilon) - f_{\varepsilon}(u^\varepsilon, \cdot, x, \varepsilon) \| = O(\varepsilon^{l+1/2}).
\]

Therefore, the critical eigenvalues of \( L^\varepsilon \) are at most \( O(\varepsilon^{l+1/2}) \) away \( (l \geq 4) \) from those of \( L^\varepsilon \). In other words, Proposition 3.3 is also valid for the critical eigenvalues of \( L^\varepsilon \). This fact establishes the stability properties in Theorem 2.1.

4. Asymptotic expansion of approximate solutions

In this section, we will prove Proposition 3.1.

The construction of the approximate solution \( \varepsilon^\approx \) in Proposition 3.1 consists of three parts; outer expansion, boundary correction, and inner expansion. The outer expansion deals with the approximation in the bulk regions \( (\mathcal{G}^{(i)} \approx ) \). The outer approximation in general does not satisfy the boundary conditions in (3.3). The boundary correction then modifies the outer approximation so as to satisfy the boundary conditions. The inner expansion takes care of the sharp transition behavior of \( \varepsilon^\approx \) near the interface \( \Gamma_\varepsilon \) where a stretched spatial scale is to be introduced.

4.1. Outer Expansion. We substitute the formal expression

\[
(4.1) \quad u(x) = \varepsilon^\approx \varepsilon^\approx (x) := \sum_{j \geq 0} \varepsilon^j \hat{u}^\approx_{j}(x)
\]
into the differential equation in (3.3). The superscripts “(±)” indicate that the relevant functions are defined on the two subdomains \( \mathcal{D}_R^{(±)} \), respectively. We then expand the left hand side of the resulting equation in the \( \varepsilon \)-power series. Equating to zero the coefficient of each power of \( \varepsilon \), we obtain an array of equations. The lowest order equation is

\[
(4.2) \\
0 = f(\alpha_0^{(±)}, x, 0).
\]

According to (A1), we choose

\[
(4.3) \\
\begin{cases}
\alpha_0^{(-)}(x) = \phi^{(-)}(x), & (x \in \mathcal{D}_R^{(-)}), \\
\alpha_0^{(+)}(x) = \phi^{(+)}(x), & (x \in \mathcal{D}_R^{(+)}).
\end{cases}
\]

The equations for \( \alpha_j^{(±)}(x) \) \( (j \geq 1) \) are given by

\[
(4.4) \\
0 = f_a(\phi^{(±)}(x), x, 0)\alpha_1^{(±)}(x) + f_a(\phi^{(±)}(x), x, 0), \quad (x \in \mathcal{D}_R^{(±)}),
\]

for \( j = 1 \) and

\[
(4.5) \\
f_a(\phi^{(±)}(x), x, 0)\alpha_j^{(±)}(x) = A\alpha_{j-1}^{(±)}(x) + \text{function depending on } \alpha_0^{(±)}(x), \ldots, \alpha_{j-1}^{(±)}(x) \quad (x \in \mathcal{D}_R^{(±)})
\]

for \( j \geq 2 \). Thanks to (A1), we have \( f_a(\phi^{(±)}(x), x, 0) > 0 \) on \( \mathcal{D}_R^{(±)} \), and hence \( \alpha_j^{(±)}(x) \) is uniquely determined successively for \( j = 1, 2, \ldots \).

4.2. Inner Expansion. There is a jump between the outer expansions \( \sum_{j \geq 0} \varepsilon^j \alpha_j^{(±)}(x) \) and \( \sum_{j \geq 0} \varepsilon^j \alpha_j^{(±)}(x) \) on \( \Gamma \). The inner expansion bridges the jump by introducing sharp transition layers along \( \Gamma \). In order to describe the transition layers, it is adequate to work with the local coordinate system \((y, r)\) near \( \Gamma \), defined in (1.10). A function \( p(x) \) of \( x \in \Gamma^{(0)} \) is also expressed as \( p(r, y) \), with the relation \( x = y + rv(y) \) being understood. The symbol \( p_r(r, y) \), for example, means

\[
p_r(r, y) = \frac{\partial}{\partial r} p(r, y) = \nabla p(x) \cdot v(x).
\]

We now introduce a stretched spatial scale in the \( r \)-direction. However, note that the set \( \{ r = 0 \} \) simply corresponds to the reduced interface \( \Gamma \), while our interface \( \Gamma_\varepsilon \) is given by (3.1), (3.2). Therefore, we define the stretched variable \( z \) by

\[
(4.6) \\
z = \frac{r - \varepsilon R^\varepsilon(y)}{\varepsilon}, \quad \text{or} \quad r = \varepsilon z + \varepsilon R^\varepsilon(y),
\]
with

\[ R^j(y) = \sum_{j \geq 0} \epsilon^j R_{j+1}(y). \]

We will substitute into (3.3) the formal expression

\[ u^e(x) = u^e(r, y) := \sum_{j \geq 0} \epsilon^j a_j^{(\pm)}(\epsilon z + \epsilon R^e(y), y) + \sum_{j \geq 0} \epsilon^j Q_j^{(\pm)}(z, y) \]

\[ = \sum_{j \geq 0} \epsilon^j q_j^{(\pm)}(z, y), \]

where

\[ q_0^{(\pm)}(z, y) = a_0^{(\pm)}(0, y) + Q_0^{(\pm)}(z, y) = q^{(\pm)}(0, y) + Q_0^{(\pm)}(z, y), \]

\[ q_1^{(\pm)}(z, y) = a_1^{(\pm)}(0, y) + (z + R_1) a_0^{(\pm)}(0, y) + Q_1^{(\pm)}(z, y) \]

\[ q_2^{(\pm)}(z, y) = a_2^{(\pm)}(0, y) + (z + R_1) a_1^{(\pm)}(0, y) \]

\[ + \frac{1}{2} (z + R_1)^2 a_0^{(\pm)}(0, y) + R_2 a_0^{(\pm)}(0, y) + Q_2^{(\pm)}(z, y) \]

\[ q_k^{(\pm)}(z, y) = Q_k^{(\pm)}(z, y) + \sum_{j=0}^{k} \frac{1}{(k-j)!} \left( \frac{d^{k-j}}{dz^{k-j}} a_j^{(\pm)}(\epsilon z + \epsilon R^e, y) \bigg|_{\epsilon=0} \right) \]

for general \( k \geq 2. \)

In order to write down equations for \( q_k^{(\pm)} \), we need to express the Laplacian \( \Delta \) in terms of the local coordinates \( (r, y) \) and \( (z, y) \).

The Laplacian \( \Delta \) is expressed as

\[ \Delta = \frac{\partial^2}{\partial r^2} + \kappa(r, y) \frac{\partial}{\partial r} + \Delta^\Gamma(r, y), \]

in terms of the coordinate system \((r, y)\) in (3.1) and (3.2), where

\[ \kappa(r, y): \] the sum of principal curvatures (the mean curvature, for short) of \( \Gamma(r) \),

\[ \Gamma(r) := \{ x \in \mathcal{D} | x = y + rv(y), y \in \Gamma \} \]

at \( x = y + rv(y) \in \Gamma(r) \),

\[ \Delta^\Gamma(r, y): \] the Laplace-Beltrami operator on \( \Gamma(r) \) acting on functions of \( y \).

In order to obtain equations for \( q_k^{(\pm)} \), we further need to express (4.8) in terms of \( (z, y) \).
LEMMA 4.1. The Laplacian in (4.8) is expressed as follows.

\[
\varepsilon^2 \Delta = \frac{\partial^2}{\partial z^2} + \epsilon \kappa(0, y) \frac{\partial}{\partial z} + \sum_{j \geq 2} \varepsilon^j[-M_{j-1} + P_{j-2}],
\]

where

\begin{align*}
(4.10) & & (a) & M_1 = (A^f R_1) \frac{\partial}{\partial z} + 2V F R_1 \cdot V F \left(\frac{\partial}{\partial z}\right) - \kappa_c(0, y) R_1 \frac{\partial}{\partial z} - |V F R_1|^2 \frac{\partial^2}{\partial z^2}, \\
(b) & M_j = (A^f R_j) \frac{\partial}{\partial z} + 2V F R_j \cdot V F \left(\frac{\partial}{\partial z}\right) \\
& & & - \kappa_c(0, y) R_j \frac{\partial}{\partial z} - 2V F R_1 \cdot V F R_j \frac{\partial^2}{\partial z^2} \quad (j \geq 2), \\
(c) & P_0 = A^f + \epsilon \kappa_c(0, y) \frac{\partial}{\partial z}, \\
(d) & P_j; \text{ differential operator depending only on } R_1, \ldots, R_j.
\end{align*}

PROOF. Let us denote by \((g_{ij}) = (g_{ij}(r, y)) \) \((i, j = 1, \ldots, N - 1)\) the covariant metric tensor on \(\Gamma(r)\), induced from the Euclidean metric in \(\mathbb{R}^N\), at \(x = y + r v(y)\). We also use the symbols \(g = \det(g_{ij})\) and \((g^t) = (g_{ij})^{-1}\). Under the change of variables in (4.6), we have

\[
\frac{\partial}{\partial r} \mapsto \frac{1}{\varepsilon} \frac{\partial}{\partial z}, \quad \frac{\partial^2}{\partial r^2} \mapsto \frac{1}{\varepsilon^2} \frac{\partial^2}{\partial z^2},
\]

and

\[
\frac{\partial}{\partial y_i} \mapsto \frac{\partial}{\partial z} - \frac{\partial R^z}{\partial y_i} \frac{\partial}{\partial z}.
\]

Using (4.8), \(\varepsilon^2 \Delta\) is therefore written as

\[
\varepsilon^2 \Delta = \frac{\varepsilon^2}{\partial z^2} + \epsilon \kappa(\varepsilon z + \varepsilon R^z, y) \frac{\partial}{\partial z} + \varepsilon^2 A^f(z, y),
\]

where

\[
A^f(z, y) = \frac{1}{\sqrt{g}} \sum_{i,j=1}^{N-1} \left( \frac{\partial}{\partial y_i} - \frac{\partial R^z}{\partial y_i} \frac{\partial}{\partial z} \right) \left( \sqrt{g} g^{ij} \left( \frac{\partial}{\partial y_j} - \frac{\partial R^z}{\partial y_j} \frac{\partial}{\partial z} \right) \right).
\]

One can compute this explicitly as follows.
Substituting $R^e = \sum_{k \geq 1} \epsilon^{k-1} R_k$ into (4.8-9) and (4.11), and expanding the resulting equation in the $\epsilon$-power series, we obtain (4.9) and (4.10).

We are now ready to write down the equations for $q_k^{(\pm)}(z, y)$. In the sequel, partial differentiation with respect to $z$ will be denoted by “dot”, $\dot{q}$. We also use the short hand notation $f(u, r, y, \epsilon)$ in place of $f(u, x, \epsilon)$ with the relation $x = y + rv(y)$ being understood.

The equations for $q_k^{(\pm)}$ are given as follows.

(4.12) \[ \dot{q}_0^{(\pm)} = f(q_0^{(\pm)}, 0, y, 0), \]

(4.12-1) \[ \ddot{q}_1^{(\pm)} - f_u(q_0^{(\pm)}, 0, y, 0)\dot{q}_1^{(\pm)} = F_1^{(\pm)}(z) \]

\[ := -\kappa q_0^{(\pm)} + f_r(q_0^{(\pm)}, 0, y, 0)(z + R_1) + f_c(q_0^{(\pm)}, 0, y, 0), \]

where $\kappa = \kappa(0, y)$, $f_r = \frac{\partial}{\partial r} f$, and $f_c = \frac{\partial}{\partial c} f$. In the sequel, $f(*)$ means $f(q_0^{(\pm)}, 0, y, 0)$.

(4.12-2) \[ \ddot{q}_2^{(\pm)} - f_u(*)\dot{q}_2^{(\pm)} = F_2^{(\pm)}(z) \]

\[ := -\kappa q_1^{(\pm)} + M_1 q_0^{(\pm)} - P_0 q_0^{(\pm)} + f_r(*) R_2 \]

\[ + \frac{1}{2} f_u(*)(q_1^{(\pm)})^2 + f_u(*)(z + R_1)q_1^{(\pm)} + f_u(*)(q_1^{(\pm)}) \]

\[ + f_r(*)(z + R_1) + \frac{1}{2} f_r(*)(z + R_1)^2 + \frac{1}{2} f_c(*), \]

(4.12-k) \[ \ddot{q}_k^{(\pm)} - f_u(*)q_k^{(\pm)} = F_k^{(\pm)}(z) \]

\[ := -\kappa q_{k-1}^{(\pm)} + M_{k-1} q_0^{(\pm)} + f_r(*) R_k \]

\[ + f_u(*)(q_1^{(\pm)} q_{k-1}^{(\pm)} + f_u(*)(R_k-1) q_1^{(\pm)} + f_u(*)(q_{k-1}^{(\pm)}) \]

\[ + f_u(*)(z + R_1)q_{k-1}^{(\pm)} + f_r(*)(z + R_1) R_{k-1} + f_c(*)(z + R_1) R_{k-1} + f_c(*). \]
The symbol \( f_k^{(\pm)} \) in the last of (4.12-k) represents terms which depend only on \( q_k^{(0)}, \ldots, q_k^{(0)} \) and \( R_1, \ldots, R_k \) \((k \geq 3)\). We consider the equations in (4.12), (4.12-k) as defined on \((-\infty, 0)\) (for superscript \((-\)) and \((0, \infty)\) (for superscript \((+))\), respectively. These equations are supplemented by the following conditions.

\[
\begin{align*}
q_k^{(0)}(0, y) &\equiv 0 \quad \text{(interface condition)}, \\
Q_k^{(0)}(z, y) &= O(e^{-\beta|z|}) \\
\text{as } |z| \to \infty \text{ for some } \beta > 0 \quad \text{(inner-outer matching)}, \\
q_k^{(-)}(0, y) &= q_k^{(+)}(0, y) \quad \text{\(C^1\)-matching condition).}
\end{align*}
\]

The conditions (4.13) come from the definition of the interface \( \Gamma_k = \{x \mid u(x, \varepsilon) = 0\} \). The conditions (4.14) are called the inner-outer matching conditions. The exponential decay in these conditions guarantees that the inner corrections \( Q_k^{(0)}(z, y) \) do not disrupt the outer approximation in the region away from the interface. The conditions (4.15) are the \(C^1\)-matching conditions. Once the conditions in (4.13) and (4.15) are satisfied, the solutions \( q_k(z, y) \) \((z \in (-\infty, 0])\) and \( q_k(z, y) \) \((z \in [0, \infty))\) are joined smoothly across \( z = 0 \), giving rise to a smooth function \( q_k(z, y) \) defined for \( z \in \mathbb{R} \):

\[
q_k(z, y) = \begin{cases} 
q_k^{(-)}(z, y), & (z \in (-\infty, 0]), \\
q_k^{(+)}(z, y), & (z \in [0, \infty)). 
\end{cases}
\]

It will be shown that the \(C^1\)-matching conditions are equivalent to (3.4) and (3.5).

The equations (4.12) have trivial solutions \( q_{0}^{(\pm)} \) which also satisfy the conditions (4.13), (4.14), and (4.15) with \( k = 0 \):

\[
q_0^{(-)} = \hat{Q}_0(z, y) \quad (z \in (-\infty, 0]), \quad q_0^{(+)} = \hat{Q}_0(z, y) \quad (z \in [0, \infty)),
\]

where \( \hat{Q}_0 \) is the function defined as the unique solution of (1.4). Note that we have normalized \( \hat{Q}_0 \) so that \( \hat{Q}_0(0; y) \equiv 0 \). From now on, we do not distinguish \( q_0^{(\pm)} \) and simply denote them as \( q_0 \). Note also that \( q_0 \) is defined for all \( x \in \mathbb{R} \) via \( q_0(z, x) := \hat{Q}_0(z; x) \). We therefore denote by \( q_k(z, r, y) \) the extended function \( \hat{Q}_0(z; y + rv(y)) \).

The equations (4.12-k) \((k \geq 1)\) are inhomogeneous linear ordinary differential equations for \( q_k^{(\pm)} \) with \( y \in \Gamma \) being a parameter:

\[
\left[ \frac{d^2}{dz^2} - F(\hat{Q}_0(z, y), 0, y, 0) \right] q_k^{(\pm)}(z) = F_k^{(\pm)}(z) \quad (k \geq 1).
\]

It is easily shown that (4.16) have unique solutions \( q_k^{(\pm)}(z, y) \) \((\pm z \in [0, \infty))\) that satisfy the conditions (4.13) and (4.14):
(4.17)  
\[ q_k^{(\pm)}(z, y) = q_0(z) \int_0^z \frac{1}{\|q_0(z')\|^2} \int_{z'}^z q_0(z'', y) F_k^{(\pm)}(z'')dz''dz', \quad \pm z \in [0, \infty). \]

From (4.17), one finds that the \( C^1 \)-matching condition (4.15) is equivalent to

(4.18)  
\[ \int_R \dot{q}_0(z, y) F_k(z)dz = 0 \quad (k \geq 1), \]

where \( F_k(z) = F_k^{(\pm)}(z) \) for \( \pm z \in [0, \infty) \).

Let us apply (4.18) to (4.12-1). We need not distinguish \( F_1^{(\pm)} \), since they constitute a smooth function \( F_1(z) \) defined on \( \mathbb{R} \), thanks to the \( C^1 \)-matching condition for \( q_0^{(\pm)} \). One can also see that two functions \( F_k^{(\pm)}(z) \) give rise to the smooth function \( F_k(z) \) defined on \( \mathbb{R} \) as soon as the \( C^1 \)-matching conditions for \( q_j^{(\pm)} \) \( (0 \leq j \leq k - 1) \) are satisfied.

The condition (4.18) for \( k = 1 \) is

\[ 0 = -\kappa \int_R [\dot{q}_0(z)]^2dz + \int_R \left[ f_1(q_0(z), 0, y) \dot{q}_0(z)dz \right] \\
+ R_1 \int_R f_1(q_0(z), 0, y) \dot{q}_0(z)dz + \int_R f_2(q_0(z), 0, y) \dot{q}_0(z)dz. \]

Recall that \( q_0(z, y) = \tilde{Q}_0(z, y) \), and hence \( \int_R [\dot{q}_0(z)]^2dz = m(0, y) \). We also have

\[ \int_R f_1(q_0(z), 0, y) \dot{q}_0(z)dz = \int_{\tilde{g}_1^{(\pm)}(0, y)} f_1(u, 0, y)du = \frac{\partial}{\partial r} c(r, y)|_{r=0} = 0, \]

because \( c(r, y) = 0 \) according to (A2). Therefore the \( C^1 \)-matching condition for \( q_1^{(\pm)} \) is written as

(4.19)  
\[ 0 = -\kappa(x)m(x) + I(x; \Gamma), \quad x \in \Gamma. \]

The condition (A3) says that the reduced interface \( \Gamma \) satisfies this equation. Note that the solutions \( q_1^{(\pm)} \) depend on \( R_1 \), but the \( C^1 \)-matching condition on them does not.

Proposition 4.2. The \( C^1 \)-matching condition (4.15) (or (4.18)) for \( k \geq 2 \) is equivalent to

(4.20)  
\[ \begin{cases} \mathcal{A}_\Gamma R_1 = h_1(y), & y \in \Gamma \quad (for \ k = 2), \\ \mathcal{A}_\Gamma R_{k-1} = h_{k-1}(y, R_1, \ldots, R_{k-2}), & y \in \Gamma \quad (for \ k > 2), \end{cases} \]

where \( \mathcal{A}_\Gamma \) is the linear elliptic operator on \( \Gamma \), defined in (1.14), and \( h_j(y, R_1, \ldots, R_{j-1}) \) is a smooth function on \( \Gamma \) which is determined by \( R_1, \ldots, R_{j-1} \).
Proof. We first note that the coefficient of \( R_k \) in the \( C^1 \)-matching condition (4.18) is zero:

\[
\int \hat{q}_0(z) f_r(q_0, 0, y, 0) dz = 0,
\]

thanks to the condition (A3); \( c(r, y) = 0 \).

We divide the proof into two cases; case (1) \( k = 2 \), and case (2) \( k > 2 \).

Case (1): The solution \( q_1(z) \) is expressed as \( q_1(z) = \hat{q}_1(z) + R_1 p_0(z) \), where

\[
p_0(z) = \frac{\partial}{\partial R_1} q_1(z) = \frac{\partial}{\partial R_1} q_0(z, r, y) |_{r=0}
\]

is the unique solution of

\[
\begin{cases}
\hat{p}_0 - f_u(*) p_0 = f_r(*) & z \in \mathbb{R}, \\
p_0(0) = 0,
\end{cases}
\]

which decays exponentially to zero as \( z \to \pm \infty \), and \( \hat{q}_1 \) is the unique solution of

\[
\begin{cases}
\hat{q}_1 - f_u(*)\hat{q}_1 = -\kappa \hat{q}_0 + zf_r(*) + f_r(*) & z \in \mathbb{R}, \\
\hat{q}_1(0) = 0,
\end{cases}
\]

which grows linearly in \( z \) as \( z \to \pm \infty \).

By using \( q_1 = \hat{q}_1 + R_1 p_0 \), one finds that in the \( C^1 \)-matching condition (4.21)

\[
\int \hat{q}_0(z) F_2(z) dz = 0,
\]

the terms involving \( R_1(y) \) are expressed as

\[
\left\{ I_1(y) - \kappa \int R_1(y) + \int (M_1 \hat{q}_0) dz + I_2(y)[R_1(y)]^2,
\right.
\]

where

\[
I_1(y) = \int [f_u(*) \hat{q}_1 p_0 + f_u(*) \hat{q}_1] \hat{q}_0 dz
\]

\[
+ \int [f_u(*) z p_0 + z f_r(*) + f_r(*) p_0 + f_r(*)] \hat{q}_0 dz,
\]

\[
I_2(y) = \int \left[ \frac{1}{2} f_u(*) [p_0]^2 + f_u(*) p_0 + \frac{1}{2} f_r(*) \right] \hat{q}_0 dz.
\]

Recall here from (4.10) that \( M_1 \) is a differential operator involving \( R_1 \).
We will establish the following:

- Claim 1: $I_2(y) \equiv 0$.
- Claim 2: We have $\int_R \hat{p}_0 \hat{q}_0 \, dz = \frac{1}{2} m_r(0, y)$, where $m_r = \frac{\epsilon}{\eta} m$.
- Claim 3: The integral involving the operator $M_1$ is reduced to

$$\int_R (M_1 \hat{q}_0) \hat{q}_0 \, dz = m(y) \Delta^y R_1 + \nabla_y R_1 \cdot \nabla_y m(y) - \kappa_r(0, y)m(y) R_1(y)$$

where $\kappa_r = \frac{\epsilon}{\eta} \kappa(r, y)|_{y=0}$.
- Claim 4: $I_1(y) = -\frac{1}{2} m_r(y, y) + J_r(y; \Gamma)$.

Note that $\kappa_r(0, y) = -\sum_{i=1}^{N-1} \kappa(y)^2$. Therefore, if the claims are proven, the $C^1$-matching condition for $q_z^{(\pm)}$ is shown to be the same as the elliptic equation $\Delta^y R_1 = h_1(y)$ on $\Gamma$.

**Proof of Claims:**

**Claim 1.** Integrating by parts and using the fact $\lim_{z \to \pm \infty} p_0(z) = \phi^{(\pm)}(0, y)$, we have

$$I_2(y) = \int_R \left[ \frac{1}{2} (f_u(\phi^{(+)})_2 p_0) + (f_r(\phi^{(+)})_2 p_0 \right] \, dz + \frac{1}{2} \int_{\phi^{(+)}}^{} \, f_r(u, 0, y, 0) \, du$$

$$= \frac{1}{2} f_u(\phi^{(+)}, 0, y, 0)(\phi^{(+)})^2 - \frac{1}{2} f_u(\phi^{(-)}, 0, y, 0)(\phi^{(-)})^2$$

$$+ f_r(\phi^{(+)}, 0, y, 0)\phi^{(+)} - f_r(\phi^{(-)}, 0, y, 0)\phi^{(-)}$$

$$- \int_R \{ f_u(\phi^{(+)}) + f_r(\phi^{(+)}) \} \hat{p}_0 \, dz + \frac{1}{2} \int_{\phi^{(+)}}^{} \, f_r(u, 0, y, 0) \, du$$

$$= \frac{1}{2} \left( f_u(\phi^{(+)}) \phi^{(+)}_r + f_r(\phi^{(+)}) \phi^{(+)}_r \right) - \frac{1}{2} \left( f_u(\phi^{(-)}) \phi^{(-)}_r + f_r(\phi^{(-)}) \phi^{(-)}_r \right)$$

$$+ \frac{1}{2} \left( f_u(\phi^{(+)}) \phi^{(+)}_r - f_r(\phi^{(+)}) \phi^{(+)}_r + \int_{\phi^{(+)}}^{} \, f_r(u, 0, y, 0) \, du \right)$$

(4.22)

$$- \int_R \{ f_u(\phi^{(+)}) + f_r(\phi^{(+)}) \} \hat{p}_0 \, dz,$$

in which

$$f(\phi^{(+)}) = f(\phi^{(+)})(0, y), 0, y, 0).$$

Since $f(\phi^{(+)}, r, y, r, 0) \equiv 0$ implies

$$f_u(\phi^{(+)}, r, y, r, 0)\phi^{(+)}_r(r, y) + f_r(\phi^{(+)}, r, y, r, 0) \equiv 0,$$
by setting $r = 0$, we find that (4.22) is identically equal to zero. Differentiating
the identity

$$0 \equiv \int_{\phi^{-1}(r, y)}^{\phi^{+1}(r, y)} f(u, r, y, 0) du$$

twice with respect to $r$ and setting $r = 0$, we also find that (4.23) is zero. The
fact $p_0(\pm \infty) = 0$, together with the identity

$$\int_{\mathbb{R}} \left\{ f_u(s) p_0 + f_r(s) \right\} \hat{p}_0 dz = \int_{\mathbb{R}} \hat{p}_0 \hat{p}_0 dz = \frac{1}{2} \left( \hat{p}_0(\infty)^2 - \hat{p}_0(-\infty)^2 \right),$$

implies that (4.24) vanishes.

**Claim 2.** Since $p_0(z) = \frac{\partial}{\partial r} q_0(z, r, y)|_{r=0}$, we have

$$\int_{\mathbb{R}} \frac{\partial}{\partial r} \hat{q}_0 dz = \frac{1}{2} \frac{\partial}{\partial r} \int_{\mathbb{R}} \left| q_0(z, r, y) \right|^2 dz|_{r=0} = \frac{1}{2} m_r(0, y).$$

**Claim 3.** From the definition of the operator $M_1$ in (4.10) and $m(x) = \int_{\mathbb{R}} \left| q_0(z; x) \right|^2 dz$, we have

$$\int_{\mathbb{R}} (M_1 q_0) \hat{q}_0 dz = (A^T R_1) \int_{\mathbb{R}} (\hat{q}_0)^2 dz + 2V_{F_1} \cdot \int_{\mathbb{R}} (V_{F_1} \hat{q}_0) \hat{q}_0 dz$$

$$- \kappa_r(0, y) R_1 \int_{\mathbb{R}} (\hat{q}_0)^2 dz - \int_{\mathbb{R}} \hat{q}_0 \hat{q}_0 dz$$

$$= m(y) A^T R_1 + V_{F_1} R_1 \cdot V_{F_1} m(x) - \kappa_r(y) m(y) R_1.$$

**Claim 4.** We use the fact $p_0 = \frac{\partial}{\partial r} q_0$. From the definition of $J(x; \Gamma)$

(1.7-b)

$$J(x; \Gamma) = \int_{\mathbb{R}} \left\{ z f_r(q_0, x, 0) + f_r(q_0, x, 0) \right\} \hat{q}_0 dz,$$

we obtain

$$J_r(y; \Gamma) = \int_{\mathbb{R}} z \left\{ f_w(q_0, x, 0) p_0 + f_w(q_0, x, 0) \right\} \hat{q}_0 dz + \int_{\mathbb{R}} z f_r(q_0, x, 0) \hat{p}_0 dz$$

$$+ \int_{\mathbb{R}} \left\{ f_u(q_0, x, 0) p_0 + f_r(q_0, x, 0) \right\} \hat{q}_0 dz + \int_{\mathbb{R}} f_r(q_0, x, 0) \hat{p}_0 dz.$$
This completes the proof of Claim 4.

**Case (2):** Since \( q_k \) is independent of \( R_k \), in the \( C^1 \)-matching condition \( \int R_1 q_0(\cdot) F_0(\cdot) d\tau = 0 \) for \( k > 2 \), the terms involving \( R_k \) are expressed as (cf. (4.12-k))

\[
\begin{align*}
(4.25) \quad & -\kappa \int_{-\infty}^{\infty} \ddot{p}_0 q_0 \, dz \, R_k + \int_{-\infty}^{\infty} (M_{k-1} q_0) q_0 \, dz \\
& + \left( \int_{-\infty}^{\infty} \{f_w(\cdot) p_0 + f_w(\cdot) q_0 \} \, \ddot{q}_0 \, dz \\
& \quad + \int_{-\infty}^{\infty} \{z f_w(\cdot) p_0 + z f_w(\cdot) p_0 + f_w(\cdot) q_0 \} \ddot{q}_0 \, dz \right) R_k \\
& + \left( \int_{-\infty}^{\infty} \{f_w(\cdot) p_0 + f_w(\cdot) q_0 \} \ddot{q}_0 \, dz \right) R_k R_{k-1}.
\end{align*}
\]

The first line of (4.25) is computed as in the proof of Claims 2 and 3 with \( R_1 \) being replaced by \( R_k \). The second and third lines of (4.25) are the same as \( I_1(y; R_k) \), except that \( q_1 \) is replacing \( q_1 \). Therefore, we have

\[
(4.26) \quad \text{(the second and third lines of (4.25))}
\]

\[
\begin{align*}
& = J_r(y; \Gamma) R_k + R_k \int_{-\infty}^{\infty} \ddot{p}_0 \{ \ddot{q}_1 - f_w(\cdot) q_1 - z f_w(\cdot) - f_w(\cdot) \} d\tau \\
& = J_r(y; \Gamma) + R_k \int_{-\infty}^{\infty} \ddot{p}_0 (-\kappa \ddot{q}_0) d\tau + R_k R_{k-1} \int_{-\infty}^{\infty} f_w(\cdot) \ddot{p}_0 d\tau.
\end{align*}
\]

On the other hand, integrating the first integrand by parts, the fourth line of (4.25) is computed as
(4.27) (the fourth line of (4.25))

\[ R_1 R_{k-1} \left[ f_r^{(+)} q_r^{(+)} - f_r^{(-)} q_r^{(-)} + \int_R f_{rr}(+) \tilde{q}_0 \, dz \right] \]

\[ - R_1 R_{k-1} \int_R f_r(+) \tilde{p}_0 \, dz = - R_1 R_{k-1} \int_R f_r(+) \tilde{p}_0 \, dz. \]

The third term in line (4.26) and the last term in (4.27) cancel. Therefore we conclude that the \( C^1 \)-matching condition for \( \tilde{q}_k^{(\pm)} \) is

\[ \mathcal{A}^T R_{k-1} = h_{k-1}(y, R_1, \ldots, R_{k-2}). \]

4.3. Boundary Correction. The outer approximation \( u^{(\pm)}_k \) in (4.1) does not necessarily satisfy the boundary conditions \( \mathcal{A} = 0 \) on \( \partial \Omega \). In order to modify the outer approximation, we introduce a stretched coordinate system near \( \partial \Omega \).

Let us express a point \( x \in \overline{\Omega} \) near \( \partial \Omega \) as

\[ x = s + \rho \mathbf{n}(s) \quad (s \in \partial \Omega, \rho \geq 0). \]

The Laplacian \( \mathcal{A} \) in the coordinate system \((\rho, s)\) is given by

\[ \mathcal{A} = \frac{\partial^2}{\partial \rho^2} + \kappa^\rho(p, s) \frac{\partial}{\partial \rho} + \mathcal{A}^\rho(p, s), \]

where \( \kappa^\rho(p, s) \) is the mean curvature of \( S(p) \),

\[ S(p) := \{ x \in \overline{\Omega} \mid x = s + \rho \mathbf{n}(s), s \in \partial \Omega \}, \]

at \( x = s + \rho \mathbf{n}(s) \), and \( \mathcal{A}^\rho(p, s) \) is the Laplace-Beltrami operator on \( S(p) \).

The stretched variable in the \( \mathbf{n}(s) \)-direction is introduced by

\[ z = \frac{\rho}{\varepsilon}, \quad \text{or} \quad \rho = \varepsilon z. \]

In terms of the stretched coordinate system \((z, s)\), the Laplacian is expressed as

\[ \varepsilon^2 \mathcal{A} = \frac{\partial^2}{\partial z^2} + \varepsilon \kappa^z(0, s) \frac{\partial}{\partial z} \\
+ \varepsilon^2 \sum_{k \geq 0} \varepsilon^k \left[ \frac{\varepsilon^k}{k!} \frac{\partial}{\partial \rho^k} \mathcal{A}^\rho(p, s) \bigg|_{\rho=0} + \frac{z^{k+1}}{(k+1)!} \frac{\partial}{\partial \rho^{k+1}} \kappa^\rho(p, s) \bigg|_{\rho=0} \frac{\partial}{\partial z} \right]. \]

We denote by \( \tilde{u}_k^{(\pm)}(p, s) \) the outer approximation \( \tilde{u}_k^{(\pm)}(x) \) in the coordinate \((p, s)\):

\[ \tilde{u}_k^{(\pm)}(p, s) = \tilde{u}_k^{(\pm)}(s + \rho \mathbf{n}(s)) \quad (s \in \partial \Omega). \]
In the boundary correction, we modify the outer approximation in the form

\[
ub_e(x) = \sum_{j \geq 0} \epsilon^j a_j^b(ez, s) + \sum_{j \geq 0} \epsilon^j B_j(z, s) \\
= \sum_{j \geq 0} \epsilon^j b_j(z, s),
\]

where

\[
b_0(z, s) = a_0^b(0, s) + B_0(z, s)
\]

\[
b_k(z, s) = B_k(z, s) + \sum_{j=0}^{k} \frac{1}{(k-j)!} \frac{\partial^{k-j} B_j(ez, s)}{\partial \epsilon^{k-j}}|_{\epsilon=0} (k \geq 1).
\]

The boundary conditions in (3.3) now read

\[
\frac{\partial u^e(x)}{\partial n} = \frac{\partial}{\partial \rho} u^e(\rho, s)|_{\rho=0} = \frac{1}{\epsilon} \sum_{j \geq 0} \epsilon^j \dot{b}_j(0, s) = 0,
\]

where we used \( \dot{\cdot} \) to indicate the differentiation with respect to \( \rho \). Therefore, we require the conditions

\[
\dot{b}_k(0, s) = 0 \quad (k \geq 0),
\]

and

\[
\lim_{z \rightarrow -\infty} B_k(z, s) = 0 \quad \text{exponentially} \quad (k \geq 0).
\]

Substituting (4.31) into (3.3) and using (4.29-e), we obtain an equation for \( b_k(z, s) \) \((k \geq 0)\). The equation for \( b_0 \) is

\[
\dot{b}_0 - f(b_0, s, 0) = 0, \quad z \in [0, \infty) \quad (s \in \partial \Omega).
\]

This has the trivial solution \( b_0(z, s) \equiv a_0^b(0, s) \) (i.e., \( B_0(z, s) \equiv 0 \)), which satisfies the conditions (4.32) and (4.33) with \( k = 0 \). The equation for \( b_k \) for \( k \geq 1 \) is of the following form

\[
\ddot{b}_k - K(s)\dot{b}_k = g_k(z, s), \quad z \in [0, \infty),
\]

where \( K(s) = \sqrt{f_0(a_0^b(0, s), s, 0)} > 0 \) \((s \in \partial \Omega)\) and \( g_k \) is a function depending only on \( b_0, \ldots, b_{k-1} \). Solutions of (4.34-k) satisfying (4.33) are uniquely given by

\[
b_k(z, s) = a_k e^{-Kz} - \frac{1}{2K} \int_0^z e^{-K(z-z')} g_k(z', s) dz' + \frac{1}{2K} \int_\infty^z e^{K(z-z')} g_k(z', s) dz'.
\]
with $K = K(s)$, where $a_k$ is an arbitrary constant. From (4.35), we find that $b_k$ satisfies the condition (4.32) if $a_k$ is given by

$$a_k = \frac{1}{2K(s)} \int_{-\infty}^{0} e^{-K(s)u} g_k(u, s) du.$$

This completes the construction of the boundary correction.

Putting the above ingredients together, we obtain the desired approximation $u_k^\varepsilon(x)$ in Proposition 3.1. We now choose smooth cut-off functions $\theta^0(r), \theta^+(r)$ and $\theta^-(r)$ such that

$$0 \leq \theta^i(r) \leq 1 \quad (i = 0, +, -), \quad \theta^0(r) + \theta^+(r) + \theta^-(r) \equiv 1 \quad (r \in \mathbb{R})$$

and

$$\theta^0(r) = \begin{cases} 1, & |r| \leq 1, \\ 0, & |r| > 1 \end{cases}, \quad \theta^+(r) = \begin{cases} 1, & r \geq 1, \\ 0, & r < 1 \end{cases}, \quad \theta^-(r) = \begin{cases} 1, & r \leq -1, \\ 0, & r > -1 \end{cases}.$$

We also use symbols $d(x, \Gamma), x_F, d(x, \partial D)$, and $x_0$ defined by

$$d(x, \Gamma) = \begin{cases} \text{dist}(x, \Gamma), & x \in \partial D^+ \\ -\text{dist}(x, \Gamma), & x \in \partial D^- \end{cases}$$

and $x_F \in \Gamma$ is defined by $|d(x, \Gamma)| = \text{dist}(x, x_F)$ when $|d(x, \Gamma)| \leq 2d^*$, while

$$d(x, \partial D) = \text{dist}(x, \partial D), \quad x \in D,$$

and $x_0 \in \partial D$ is defined by $d(x, \partial D) = \text{dist}(x, x_0)$ when $d(x, \partial D) \leq 2d^*$.

Let $\beta > 0$ be the same constants as in (4.14) and $K = \min\{K(s) | s \in \partial D\}$. The desired approximation is defined for $x \in \partial D^\pm$ by

$$u_k^\varepsilon(x) = \theta^\varepsilon \left( \frac{\beta d(x, \Gamma)}{(k + 1)\varepsilon|\log \varepsilon|} \right) \sum_{j=0}^{k} e^j \hat{u}^{\varepsilon \pm}(x)$$

$$+ \theta^+ \left( \frac{\beta d(x, \Gamma)}{(k + 1)\varepsilon|\log \varepsilon|} \right) \sum_{j=0}^{k} e^j \hat{u}^{\varepsilon \pm}(x)$$

$$+ \theta^0 \left( \frac{\beta d(x, \Gamma)}{(k + 1)\varepsilon|\log \varepsilon|} \right) \sum_{j=0}^{k} e^j \hat{q}(x)$$

$$+ \theta^\varepsilon \left( \frac{K d(x, \partial D)}{(k + 1)\varepsilon|\log \varepsilon|} \right) \sum_{j=0}^{k} e^j \hat{B}(x)$$

$$+ \theta^+ \left( \frac{K d(x, \partial D)}{(k + 1)\varepsilon|\log \varepsilon|} \right) \sum_{j=0}^{k} e^j \hat{q}^h(x),$$
where we simply write $q_j$ in place of $q_j^{(±)}$, since the latter $(q_j^{(±)})$ have been smoothly joined by the $C^1$-matching conditions. We can easily verify

$$\frac{\partial u_k(x)}{\partial n} = 0, \quad x \in \partial \mathcal{D}.$$ 

It is also routine computations to verify

$$\|e^2 Au_k^\varepsilon(\cdot) - f(u_k^\varepsilon(\cdot), \cdot, e)\|_{C^1(\mathcal{D})} = O(e^{k+1-\mu'}) \quad \text{as } e \to 0.$$ 

This completes the proof of Proposition 3.1.

5. Asymptotic expansion of eigenvalue

In this section, we shall prove Proposition 3.3, by using the results in [3] and [1].

We first use the estimate established in [3]: There exists a constant $C > 0$, independent of small $e > 0$, so that any eigenvalue $\lambda^\varepsilon$ of (3.6) satisfies

$$\lambda^\varepsilon \leq C e^2.$$ 

This estimate, together with the definition of non-critical eigenvalues, proves Proposition 3.3 (i).

We now proceed to the proof of Proposition 3.3 (ii). Let us denote by $(\varphi^\varepsilon, \lambda^\varepsilon)$ a critical eigenpair of (3.6):

\begin{equation}
\begin{aligned}
L_k \varphi^\varepsilon := e^2 A \varphi^\varepsilon - f_u(u_k^\varepsilon, x, e) \varphi^\varepsilon = \lambda^\varepsilon \varphi^\varepsilon, \quad x \in \mathcal{D}, \\
\frac{\partial \varphi^\varepsilon}{\partial n} = 0, \quad x \in \partial \mathcal{D}.
\end{aligned}
\end{equation}

The theory developed in [1] (cf. Lemmas 4.1 and 4.2, therein) says: In order to approximate the critical eigenpair $(\varphi^\varepsilon, \lambda^\varepsilon)$, it suffices to find asymptotic expansions

\begin{equation}
\begin{aligned}
\varphi^\varepsilon = \varphi_0 + e \varphi_1 + e^2 \varphi_2 + \cdots, \\
\lambda^\varepsilon = e \lambda_1 + e^2 \lambda_2 + \cdots,
\end{aligned}
\end{equation}

so that the right hand side of (5.1) satisfies (3.6) \textit{approximately}, namely, for some $k > 1$

$$\begin{cases}
L_k \varphi^\varepsilon - \lambda^\varepsilon \varphi^\varepsilon = O(e^k), \quad x \in \mathcal{D}, \\
\frac{\partial \varphi^\varepsilon}{\partial n} = 0, \quad x \in \partial \mathcal{D},
\end{cases} \quad \text{as } e \to 0.$$ 

We therefore need to show:

1. The coefficient $\lambda_1 = 0$, which essentially says that the interface evolves according to the time scale of (1.1-ss);
2. The coefficient $\lambda_2$ is an element of $\sigma_T$.

By using Lemma 2.1 in [1], one can prove that there exist constants $C > 0$,
$\delta > 0$, and $b > 0$, independent of $\varepsilon \in (0, \varepsilon_0]$, so that any critical eigenfunction of (3.6) satisfies

$$|\varphi^{\varepsilon}(x)| \leq C \exp \left\{ -\frac{\delta}{\varepsilon} \text{dist}(x, \Gamma) \right\}, \quad \text{dist}(x, \Gamma) \geq \varepsilon b.$$ 

It is appropriate, therefore, to consider (3.6) in terms of the coordinate system $(z, y)$ introduced in (4.6). We therefore express the critical eigenfunction $\varphi^{\varepsilon}$ as

$$\varphi^{\varepsilon}(x) = \varphi^{\varepsilon}(z, y) = \varphi_0(z, y) + \varepsilon \varphi_1(z, y) + \varepsilon^2 \varphi_2(z, y) + \cdots$$

with respect to the stretched coordinate system near $\Gamma$. We impose the boundary conditions

$$\varphi_j(z, y) = O(e^{-\delta|z|}) \quad \text{as } |z| \to \infty \text{ for some } \delta > 0 \quad (j \geq 0),$$

according to (5.2). The potential term of the differential equation in (3.6) is expressed as

$$f_u(q^\varepsilon(z, y), \varepsilon z, \varepsilon e) = f_u(q_0(z, y), 0, \varepsilon_0) + \sum_{j \geq 1} \varepsilon^j f_u^{(j)}(z),$$

where $q^\varepsilon(z, y) = \sum_{j \geq 0} \varepsilon^j q_j(z, y)$ and

$$f_u^{(j)}(z) := \frac{1}{j!} \frac{\partial^j}{\partial \varepsilon^j} f_u(q^\varepsilon(z, y), \varepsilon z, \varepsilon e)|_{\varepsilon = 0}.$$

Let us substitute (5.3), (5.1) into (3.6). By using (4.9) and (5.5), and equating like powers of $\varepsilon$, we obtain equations of $\varphi_j \quad (j \geq 0)$. They read as follows.

$$\tilde{\varphi}_0 - f_u(*) \varphi_0 = 0,$$

$$\tilde{\varphi}_1 - f_u(*) \varphi_1 = -\kappa \tilde{\varphi}_0 + f_u^{(1)}(z) \varphi_0 + \lambda_1 \varphi_0 := l_1(z),$$

$$\tilde{\varphi}_2 - f_u(*) \varphi_2 = -\kappa \tilde{\varphi}_1 + M_1 \varphi_0 - P_0 \varphi_0 + f_u^{(2)}(z) \varphi_0 + \lambda_2 \varphi_0 + \lambda_1 \varphi_1 := l_2(z),$$

$$\tilde{\varphi}_k - f_u(*) \varphi_k = -\kappa \tilde{\varphi}_{k-1} + M_k \varphi_{k-2} - P_0 \varphi_{k-2} + \sum_{j=2}^{k-1} (M_j - P_{j-1}) \varphi_{k-j-1} + f_u^{(1)}(z) \varphi_{k-1} + f_u^{(2)}(z) \varphi_{k-2} + \sum_{j=3}^{k} f_u^{(j)}(z) \varphi_{k-j} + \lambda_k \varphi_0 + \sum_{j=1}^{k-1} \lambda_{k-j} \varphi_j + \lambda_2 \varphi_{k-2} + \lambda_1 \varphi_{k-1} := l_k(z).$$

We show the solvability of these equations.
The equation (5.6) has a unique solution satisfying (5.4) with \( j = 0 \):

(5.7)  
\[ \varphi_0(z, y) = \Theta_0(y) q_0(z, y), \]

where \( \Theta_0 \) is an arbitrary smooth function defined on \( \Gamma \). The function \( \Theta_0 \) will be determined as an eigenfunction of (1.16).

The equations (5.6-k) with \( k \geq 1 \) are all linear inhomogeneous equations. These equations have a family of solutions which satisfy the condition (5.4) if and only if the solvability condition

(5.8)  
\[ \int R q_0(z, y) \lambda_k(z) dz = 0 \]

is satisfied. It turns out that the solvability condition determines \( \lambda_k \) and \( \varphi_{k-2} \) in terms of \( \lambda_j \) and \( \varphi_{j-2} \) with \( 2 \leq j \leq k - 1 \).

1. We will show \( \lambda_1 = 0 \). Let us apply the solvability condition (5.8) to (5.6-1). It is given by

(5.9)  
\[ 0 = \lambda_1 \Theta_0 \int R \dot{q}_0(z, y) \lambda_k(z) dz + \int R f_1(z) (q_0) \lambda_k(z) dz. \]

Note that \( \int R \dot{q}_0 \dot{q}_0 dz = 0 \) and \( \int R f_1(q_0) \dot{q}_0 dz = 0 \). Integrating by parts and using the equation (4.12-1) for \( q_1 \), we have

\[ \int R f_1(z) (q_0) \lambda_k(z) dz = \int R \left\{ f_{uu}(q_1 + f_1(z + R_1) + f_{u1}(q_0)) \right\} (q_0) \lambda_k(z) dz \]

\[ = \int R \left\{ (f_u(q_1 + f_1(z + R_1) + f_{u1}(q_0))) \right\} (q_0) \lambda_k(z) dz \]

\[ = - \int R \left\{ f_u(q_1 + f_1(z + R_1) + f_{u1}(q_0)) \right\} (q_0) \lambda_k(z) dz \]

\[ = \int R \left\{ q_1 + f_1(z + R_1) + f_{u1}(q_0) \right\} (q_0) \lambda_k(z) dz \]

\[ = - \int R \left\{ q_1 + f_1(q_0) \right\} (q_0) \lambda_k(z) dz \]

\[ = - \int R \left\{ \dot{q}_1 + \kappa \dot{q}_0 \right\} (q_0) \lambda_k(z) dz \]

Therefore (5.9) implies \( 0 = m(y) \lambda_1 \Theta_0 \). On the other hand, the normalization \( \int S (\varphi^*(x))^2 dx = 1 \) gives rise to \( 1 = \int S (\Theta_0(y))^2 dS_y \), and hence to \( \Theta_0(y) \neq 0 \). We conclude that

(5.10)  
\[ \lambda_1 = 0 \]

and that \( \varphi_1(z, y) \) is given by
\[ (5.11) \quad \phi_1(z, y) = \Theta_1(y)\tilde{\phi}_0(z, y) + \tilde{\phi}_1(z, y)\Theta_0(y), \]

where \( \Theta_1 \) is an arbitrary smooth function and \( \tilde{\phi}_1 \) is the unique solution of
\[ (5.12) \quad \begin{cases} \tilde{\phi}_1 - f_u(\ast)\tilde{\phi}_1 = -\kappa \tilde{q}_0 + f_u^{(1)}(z)\tilde{q}_0, & z \in \mathbb{R}, \\ \tilde{\phi}_1(0, y) = 0, \end{cases} \]

decaying to zero as \( z \to \pm \infty \). Comparing (5.12) and the equation for \( \tilde{q}_1 \), which is obtained by differentiating (4.12-1) with respect to \( z \), we find that
\[ (5.13) \quad \tilde{q}_1(z, y) - \tilde{\phi}_1(z, y) = \tilde{q}_1(0, y)\frac{\tilde{q}_0}{\tilde{q}_0(0, y)}(z, y) + p_0(z, y), \]

where \( p_0 \) is the same as appeared in \( \S 4 \); \( p_0 = \partial q_0/\partial r |_{r=0} \).

2. Let us now apply the solvability condition (5.8) to (5.6-2). By using (5.7), we have
\[ (5.14) \quad 0 = \lambda_2 m(y)\Theta_0 + \int_{\mathbb{R}} \{-\kappa \tilde{\phi}_1 + M_1 \tilde{\phi}_0 - P_0 \phi_0\}\tilde{q}_0 \, dz 
+ \int_{\mathbb{R}} f_u^{(1)}(z)\tilde{\phi}_1\tilde{q}_0 \, dz 
+ \int_{\mathbb{R}} f_u^{(2)}(z)\phi_0\tilde{q}_0 \, dz. \]

Thanks to (5.11) and the fact \( \int_{\mathbb{R}} f_u^{(1)}(z)(\tilde{q}_0)^2 \, dz = 0 \), we find that the second line of (5.14) is expressed as
\[ (5.15) \quad \text{(the second line of (5.14))} \]
\[ = \Theta_0 \left( \int_{\mathbb{R}} f_u^{(1)}(z)\tilde{\phi}_1\tilde{q}_0 \, dz 
+ \int_{\mathbb{R}} f_u^{(2)}(z)(\tilde{q}_0)^2 \, dz \right). \]

We first establish some identities.

**Proposition 5.1.** We have the following relations:

(i) \[ \int_{\mathbb{R}} f_u^{(1)}(z)\tilde{\phi}_1\tilde{q}_0 \, dz + \int_{\mathbb{R}} f_u^{(2)}(z)(\tilde{q}_0)^2 \, dz \]
\[ = \frac{1}{2} \kappa m_r(y) - J_r(y; \Gamma) + \int_{\mathbb{R}} \{-\kappa \tilde{q}_1 + M_1 q_0 - P_0 q_0\}\tilde{q}_0 \, dz; \]

(ii) \[ \Theta_0 \int_{\mathbb{R}} (M_1 q_0)\tilde{q}_0 \, dz + \int_{\mathbb{R}} (M_1 \phi_0)\tilde{q}_0 \, dz = 0; \]

(iii) \[ \Theta_0 \int_{\mathbb{R}} (-\kappa \tilde{q}_1)\tilde{q}_0 \, dz + \int_{\mathbb{R}} (-\kappa \tilde{\phi}_1)\tilde{q}_0 \, dz = \frac{1}{2} \kappa m_r\Theta_0; \]

(iv) \[ \Theta_0 \int_{\mathbb{R}} (P_0 q_0)\tilde{q}_0 \, dz + \int_{\mathbb{R}} (P_0 \phi_0)\tilde{q}_0 \, dz \]
\[ = m(y)A^T \Theta_0 + V_T m(y) \cdot V_T \Theta_0 - \kappa m(y)\Theta_0. \]
By using the proposition and employing the relation \( \kappa_r = -\sum_{j=1}^{N-1} \kappa_j(y)^2 \), we arrive at:

**Theorem 5.2.**

(i) The solvability condition for (5.6-2), namely, (5.14) is rewritten as

\[ 0 = \lambda_2 m(y) \Theta_0 - \mathcal{A}^T \Theta_0, \]

i.e., \( \lambda_2 \) is an eigenvalue of (1.16).

(ii) For \( k > 2 \), the solvability condition for (5.6-k) is written as

\[ (\lambda_2 m(y) - \mathcal{A}^T) \Theta_{k-2} + \lambda_k m(y) \Theta_0 = H_k(y, \lambda_2, \ldots, \lambda_{k-1}; \Theta_0, \ldots, \Theta_{k-3}), \]

where the right hand side is a known function of the variables indicated.

Theorem 5.2 (i) and (5.10) establish the proof of Proposition 3.3 (ii).

As for proof, Theorem 5.2 (i) follows immediately from Proposition 5.1.

The proof of Theorem 5.2 (ii) is reduced to that of (i) as follows. In the solvability condition

\[ \int_{\mathbb{R}} l_k(z) \tilde{q}_0(z) dz = 0 \]

for (5.6-k), we leave on the left side those terms involving \( \varphi_{k-1}, \varphi_{k-2}, \) and \( \lambda_k \), and move the rest to the right hand side. Since we have shown \( \lambda_1 = 0 \), the left hand side is written as

\[ \int_{\mathbb{R}} \{-\kappa \tilde{q}_{k-1} + M_1 \varphi_{k-2} - P_0 \varphi_{k-2} + f_{\mu}^{(1)}(z) \varphi_{k-1} + f_{\mu}^{(2)}(z) \varphi_{k-2} + \lambda_k \varphi_0 + \lambda_2 \varphi_{k-2} \} \tilde{q}_0 \ dz. \]

Note that \( \varphi_{k-1} \) and \( \varphi_{k-2} \) are expressed as

\[ \varphi_{k-2}(z, y) = \Theta_{k-2}(y) \tilde{q}_0(z, y) + \varphi_{k-2}(z, y), \]

\[ \varphi_{k-1}(z, y) = \Theta_{k-1}(y) \tilde{q}_0(z, y) + \varphi_1(z, y) \Theta_{k-2}(y) + \varphi_{k-1}(z, y), \]

where \( \varphi_1 \) is as defined in (5.12), and the functions \( \tilde{q}_{k-1} \) and \( \tilde{q}_{k-2} \) are independent of \( \lambda_k, \Theta_{k-2}, \) and \( \Theta_{k-1} \). Moving the terms involving these latter functions from (5.17) to the right hand side of the above solvability condition, (5.17) is similar to the solvability condition for \( \varphi_2 \). The only differences are; \( \Theta_0 \) is replaced by \( \Theta_{k-2} \); and the extra term \( \lambda_k m(y) \Theta_0 \) is added. Therefore, applying Proposition 5.1, the statement (ii) of Theorem 5.2 follows.
Theorem 5.2 (ii) may be used to show that the critical eigenvalues of (3.6) are approximated as accurate as one wishes, in the $\epsilon$-power series.

**Proof of Proposition 5.1.** The proof is computational and integration by parts will be used frequently.

(i) We first integrate by parts to obtain

\[
\int_{\mathbb{R}} f_u^{(2)}(z)(\dot{q}_0)^2 \, dz = \int_{\mathbb{R}} \left\{ (f_u^u(\ast))_z q_2 + (f_r(\ast))_z R_z \right\} \dot{q}_0 \, dz
\]

\[
+ \int_{\mathbb{R}} \left\{ \frac{1}{2} (f_u^u(\ast))_z (q_1)^2 + (f_r(\ast))_z (z + R_1) q_1 + (f_u(\ast))_z q_1 + (f_r(\ast))_z (z + R_1)
\right\} \dot{q}_0 \, dz
\]

\[
+ \frac{1}{2} (f_r(\ast))_z (z + R_1)^2 + \frac{1}{2} (f_u(\ast))_z \dot{q}_0 \, dz
\]

(5.18)

\[
- \int_{\mathbb{R}} \left\{ f_u(\ast) g_2 + f_r(\ast) R z \right\} \dot{q}_0 \, dz - \int_{\mathbb{R}} f_u(\ast) \dot{q}_0 \dot{q}_2 \, dz
\]

\[
- \int_{\mathbb{R}} \left\{ \frac{1}{2} f_u(\ast) (q_1)^2 + f_r(\ast) (z + R_1) q_1 + f_u(\ast) q_1 + f_r(\ast) (z + R_1)
\right\} \dot{q}_0 \, dz
\]

\[
+ \frac{1}{2} f_r(\ast) (z + R_1)^2 + \frac{1}{2} f_u(\ast) \dot{q}_0 \, dz
\]

(5.19)

By using the identity

\[
- \int_{\mathbb{R}} f_u(\ast) \dot{q}_0 \dot{q}_2 \, dz = - \int_{\mathbb{R}} \ddot{q}_0 \dot{q}_2 \, dz = \int_{\mathbb{R}} \dddot{q}_2 \dot{q}_0 \, dz
\]

in the second term of line (5.18), and using (5.13) together with the relation

\[
\int_{\mathbb{R}} f_u^{(1)}(z)(\dot{q}_0)^2 \, dz = 0
\]

in the first term of line (5.19), we continue the computation above as follows.
\[ \int_{\mathbb{R}} f_u^{(2)}(z)(\tilde{q}_0)^2 dz \]
\[ = \int_{\mathbb{R}} \tilde{q}_0 \left\{ q_2 - f_u(*)q_2 - f_1(*)R_z - \frac{1}{2} f_{w(*)}(q_1)^2 - \frac{1}{2} f_{w(*)}(z + R_1)q_1 - f_{w(*)}q_1 - f_{x(*)}(z + R_1) - \frac{1}{2} f_{w(*)}(z + R_1)^2 - \frac{1}{2} f_{x(*)} \right\} dz \]
\[ - \int_{\mathbb{R}} \{ f_{w(*)}q_1 + f_u^{(1)}(z)(p_0 + \tilde{q}_1) \} \tilde{q}_0 dz \]
\[ - \int_{\mathbb{R}} \{ f_{x(*)} + f_{rr(*)}(z + R_1) \} \tilde{q}_0 dz. \]

Thanks to the equation (4.12-2) for \( q_2 \), we have
\[ (5.20) \int_{\mathbb{R}} f_u^{(2)}(z)(\tilde{q}_0)^2 dz + \int_{\mathbb{R}} f_u^{(1)}(z)\tilde{q}_1\tilde{q}_0 dz \]
\[ = \int_{\mathbb{R}} \{ -\kappa \tilde{q}_1 + M_1q_0 - P_0q_0 \} \tilde{q}_0 \]
\[ - \int_{\mathbb{R}} \{ f_u^{(1)}(z)p_0 + f_{w(*)}q_1 + f_{x(*)} + f_{rr(*)}(z + R_1) \} \tilde{q}_0 \]
\[ = \int_{\mathbb{R}} \{ -\kappa \tilde{q}_1 + M_1q_0 - P_0q_0 \} \tilde{q}_0 - I_1(y) - 2R_1I_2(y) \]
\[ = \int_{\mathbb{R}} \{ -\kappa \tilde{q}_1 + M_1q_0 - P_0q_0 \} \tilde{q}_0 - J_r + \kappa \frac{m_r}{2} \]
\[ (\text{cf. Claims 1 and 4 in §4}). \]

This completes the proof of (i).

(ii) From the definition (4.10-(a)) of \( M_1 \), we have
\[ \int_{\mathbb{R}} (M_1q_0)\tilde{q}_0 dz = (A^T R_1) \int_{\mathbb{R}} q_0\tilde{q}_0 dz + 2V_T R_1 \cdot \int_{\mathbb{R}} V_T(\tilde{q}_0)\tilde{q}_0 dz \]
\[ - \kappa_1 R_1 \int_{\mathbb{R}} \tilde{q}_0\tilde{q}_0 - |V_T R_1|^2 \int_{\mathbb{R}} (\tilde{q}_0)^2 dz \]
\[ = 2V_T R_1 \cdot \int_{\mathbb{R}} V_T(\tilde{q}_0)\tilde{q}_0 dz - |V_T R_1|^2 \int_{\mathbb{R}} (\tilde{q}_0)^2 dz. \]

On the other hand, by using (5.7) and (4.10-(a)), we have
Therefore we get
\[ \int_{\mathbb{R}} (M_1 q_0) \dd z = (A^T R_1) \int_{\mathbb{R}} \hat{q}_0 \dd z + 2V_T R_1 \int_{\mathbb{R}} V_T (\hat{q}_0) \dd z = 0. \]

(iii) Since \(-\int \hat{q}_1 \dd z = \int \hat{q}_0 \dd z\), by using (5.11) and (5.13), we have
\[
\int_{\mathbb{R}} \kappa \hat{q}_0 \dd z = \int_{\mathbb{R}} \hat{q}_0 \dd z = \kappa \int_{\mathbb{R}} (\hat{q}_1 \Theta_0 - \Theta_1) \hat{q}_0 = \frac{1}{2} \kappa m(y). \]

(iv) Recall the definition (4.10-(c)) of \(P_0\). We have
\[
\int_{\mathbb{R}} (P_0 q_0) \dd z = \int_{\mathbb{R}} (A^T q_0) \dd z + \kappa \int_{\mathbb{R}} z q_0 \dd z = \int_{\mathbb{R}} (A^T q_0) \dd z - \frac{1}{2} \kappa m(y). \]

On the other hand, we also have,
\[
\int_{\mathbb{R}} (P_0 \hat{q}_0) \dd z = \int_{\mathbb{R}} (A^T \hat{q}_0 \Theta_0) \dd z + \kappa \int_{\mathbb{R}} \hat{q}_0 \dd z = \int_{\mathbb{R}} (A^T \hat{q}_0) \dd z + 2V_T \Theta_0 \cdot \int_{\mathbb{R}} (V_T \hat{q}_0) \dd z + (A^T \Theta_0) \int_{\mathbb{R}} (\hat{q}_0)^2 \dd z - \frac{1}{2} \kappa m(y) \Theta_0 = m A^T \Theta_0 + V_T \Theta_0 \cdot V_T - \frac{1}{2} \kappa m \Theta_0 + \Theta_0 \int_{\mathbb{R}} (A^T \hat{q}_0) \dd z. \]

Therefore, we finally obtain
\[
\int_{\mathbb{R}} (P_0 q_0) \dd z + \int_{\mathbb{R}} (P_0 \hat{q}_0) \dd z = m A^T \Theta_0 + V_T m \cdot V_T \Theta_0 - \kappa m \Theta_0. \]

This concludes the proof of Proposition 5.1. \(\square\)
Remark 5.3. By using Theorem 5.2 (ii), it is possible to obtain higher order approximations of the critical eigenvalues. Although, this is of interest in its own right, we do not exhibit the details in this paper.
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