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Abstract

An error bound for the Edgeworth expansion of Wilks’ Lambda distribution is
derived when some of the parameters are large. Some tables of the error bounds are
given, which shows that the derived bounds are very sharp.

1 Introduction

Let B and W be independent random matrices of size p× p distributed as Wp(q, Σ)
and Wp(n, Σ), respectively. We assume that n > p. The distribution of Λ =
det{B(W +B)−1} is called Wilks’ lambda distribution and denoted as Λp(q, n). We
assume that p ≥ q without any loss of generality, because it holds that

Λp(q, n) = Λq(p, n − p + q). (1.1)

When n is large relative to p and q, an asymptotic expansion based on the
formula of Box (1949) can be used. Let

M = n − 1

2
(p + q + 1), γ =

1

48
pq(p2 + q2 − 5) (1.2)

and f = pq. Then

Pr{−M log Λ ≤ x} = Gf (x) +
γ

M2
{Gf+4(x) − Gf (x)} + O(M−4). (1.3)

Distributional results for Λ and other test statistics can be found in Muirhead (1982,
chapter 10), Anderson (1984, chapter 8) and Siotani, Hayakawa and Fujikoshi (1985,
chapter 6). A computable error bound for the above expansion formula can be found
in Fujikoshi and Ulyanov (2006).

Tonda and Fujikoshi (2004) derived an asymptotic expansion of the distribution
of log Λ when q was fixed and

p → ∞, n → ∞,
p

n
→ c ∈ (0, 1), (1.4)

by using the fact that Wq(p, n − p + q) is the same distribution of
∏q

j=1 Xj where
X1, · · · , Xq are independent and Xj is distributed as beta distribution with degree
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of freedom p
2

and n−p+j
2

. They used an approximated cumulants derived by so called
delta method, while wakaki (2006) used the exact cumulants of which the formulas
are given as follows.

It is known that the hth moment of Λ is given by

E[Λh] =

q∏
j=1

Γ[n−p+j
2

+ h]Γ[n+j
2

]

Γ[n−p+j
2

]Γ[n+j
2

+ h]
. (1.5)

By using this formula, the cumulant generating function of T = − log Λ can be
expanded as

log E[exp(itT )] = log E[Λ−it]

=

q∑
j=1

{
log Γ

[n − p + j

2
− it

]
− log Γ

[n − p + j

2

]
−

(
log Γ

[n + j

2
− it

]
− log Γ

[n + j

2

])}
=

∞∑
s=1

κ(s)

s!
(it)s,

(1.6)

where

κ(s) = (−1)s

q∑
j=1

{
ψ(s−1)

(n − p + j

2

)
− ψ(s−1)

(n + j

2

)}
. (1.7)

Here ψ(s) is the polygamma function defined by

ψ(s)(a) =
( d

da

)s+1

log Γ[a] =


−C +

∞∑
k=0

(
1

1 + k
− 1

k + a

)
(s = 0)

∞∑
k=0

(−1)s+1s!

(k + a)s+1
(s = 1, 2, · · · ) .

(1.8)

Wakaki (2006) examined the order of the standardized cumulants κ(s)/(κ(2))−s/2 (s =
3, 4, · · · ) in several cases that some of n, p, q get large and clarified whether the
Edgeworth expansion is available or not. Numerical experiments shows that using
the exact cumulants gives very accurate approximation formula.

Ulyanov, Wakaki and Fujikoshi (2006) derived a Berry–Esseen bound for a nor-
mal approximation under the set up (1.4). First they derived a Berry–Esseen bound
for normal approximation of F–distribution when the degrees of freedom were large.
Then they applied the result to the approximation for log Λ. The obtained error
bound is not good. One of the reason is that they only used the fact that the F–
statistc is the ratio of two averages of i.i.d. random variables. If we use the exact
formula of the characteristic function of Wilks’ lambda dsitribution we can obtain
very sharp bounds for normal approximation as well as the Edgeworth expansion
formula of the arbitrary order as in the following sections.
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2 Edgeworth expansion

Bounds for the standardized cumulants are given in the following lemma.

Lemma 2.1 The following inequalities for the cumulants hold.

2 log
n(n − p + q)

(n − p)(n + q)
< κ(2) < 2 log

(n − 1
2
)(n − p + q − 1

2
)

(n − p − 1
2
)(n + q − 1

2
)
, (2.1)

0 < κ(s) <
2s−1(s − 3)!

(n − p − 1
2
)s−2

{
1 −

( n − p − 1
2

n − p + q − 1
2

)s−2

−
(n − p − 1

2

n − 1
2

)s−2

+
(n − p − 1

2

n + q − 1
2

)s−2
}

(s ≥ 3).

(2.2)

Proof If 1 ≤ A < B, it holds that

1

A2
− 1

B2
>

∫ 0

−1

{∫ 1

0

1

(A + x + y
2
)2

− 1

(B + x + y
2
)2

dx

}
dy.

Hence

κ(2) =

q∑
j=1

∞∑
k=0

{
1

(n−p+j
2

+ k)2
− 1

(n+j
2

+ k)2

}
>

∫ q

0

{∫ ∞

0

1

(n−p+y
2

+ x)2
− 1

(n+y
2

+ x)2
dx

}
dy.

The last integral gives the lower bound for κ(2).
Since

1

(n−p+y
2

+ x)s
− 1

(n+y
2

+ x)s

is convex as a function of x and y when n−p+y
2

+ x > 0 and s > 0,

1

(n−p+j
2

+ k)s
− 1

(n+j
2

+ k)s
<

∫ j+1/2

j−1/2

{∫ k+1/2

k−1/2

1

(n−p+y
2

+ x)s
− 1

(n+y
2

+ x)s
dx

}
dy.

Hence

0 < κ(s) =

q∑
j=1

∞∑
k=0

{
(s − 1)!

(n−p+j
2

+ k)s
− (s − 1)!

(n+j
2

+ k)s

}

<

∫ q+1/2

1/2

{∫ ∞

−1/2

(s − 1)!

(n−p+y
2

+ x)s
− (s − 1)!

(n+y
2

+ x)s
dx

}
dy.

The last integration in the case of s = 2 and s > 2 gives the upper bound in (2.1)
and (2.2), respectively.

3



Let m and bs (s = 0, 1, 2, · · · ) be defined by

m =
n − p − 1

2

2
(κ(2))1/2,

bs =
2

(s + 3)(s + 2)(s + 1)
(κ(2))−1

·
{

1 −
( n − p − 1

2

n − p + q − 1
2

)s+1

−
(n − p − 1

2

n − 1
2

)s+1

+
(n − p − 1

2

n + q − 1
2

)s+1
}

.

(2.3)

With using (2.1), we can check that bs is bounded and that m becomes large if at
least two of n− p, p and q become large. The orders of m and bs are summarized in
table 1 in section 4.

Lemma 2.1 gives a bound for the standardized cumulant κ̃(s) := κ(s)(κ(2))−s/2,

0 < κ̃(s) < s! m−(s−2)bs−3 (s = 3, 4, · · · ). (2.4)

Let T̃ be the standardized statistic defined by

T̃ =
T − κ(1)

(κ(2))1/2
. (2.5)

The characteristic function of T̃ can be expanded as

φ(t) := E[exp(itT̃ )] = exp

{
−t2

2
+

∞∑
s=3

κ̃(s)

s!
(it)s

}
= exp

(
−t2

2

){
1 +

∞∑
k=1

1

k!
(it)3k

( ∞∑
s=0

κ̃(s+3)

(s + 3)!
(it)s

)k}
= exp

(
−t2

2

){
1 +

∞∑
k=1

1

k!
(it)3k

∞∑
j=0

( ∑
s1+···+sk=j

κ̃(s1+3) · · · κ̃(sk+3)

(s1 + 3)! · · · (sk + 3)!

)
(it)j

}
.

(2.6)

From (2.3)

γk,j :=
∑

s1+···+sk=j

κ̃(s1+3) · · · κ̃(sk+3)

(s1 + 3)! · · · (sk + 3)!
= O(m−(j+k)) (2.7)

as m → ∞. Therefore, let

φs(t) = exp
(
−t2

2

){
1 +

s∑
k=1

1

k!
(it)3k

s−k∑
j=0

γk,j(it)
j

}
, (2.8)

then

φ(t) = φs(t) + O(m−(s+1)) (m → ∞).

Inverting the characteristic function formally, we obtain the Edgeworth expansion
of the distribution function of T̃ up to the order O(m−s) as
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Qs(x) = Φ(x) − ϕ(x)

{ s∑
k=1

1

k!

s−k∑
j=0

γk,jh3k+j−1(x)

}
, (2.9)

where Φ and ϕ are the distribution function and the probability density function of
the standard normal distribution, respectively, γk,j is given by (2.7), and hr(x) is
the r–th order Hermite polynomial defined by( d

dx

)r

exp
(
−x2

2

)
= (−1)rhr(x) exp

(
−x2

2

)
.

3 Error bound

Using the inverse Fourier transformation we obtain a uniform bound for the error
of the Edgeworth expansion as

sup
x

∣∣∣P(T̃ ≤ x) − Qs(x)
∣∣∣ ≤ 1

2π

∫ ∞

−∞

1

|t|
|φ(t) − φs(t)| dt

=
1

2π
(I1[v] + I2[v] + I3[v]),

(3.1)

where

I1[v] =

∫ mv

−mv

1

|t|
|φ(t) − φs(t)| dt,

I2[v] =

∫
|t|>mv

1

|t|
|φs(t)| dt and I3[v] =

∫
|t|>mv

1

|t|
|φ(t)| dt

with some positive constant v < 1.
First we derive a bound for I1[v]. Let

L[v] =


3v − 2

4v
− (1 − v)2

2v2
log(1 − v) (0 < |v| < 1)

0 (v = 0).

(3.2)

Then it is easily checked that L[v] can be expanded as

L[v] =
∞∑

s=1

1

s(s + 1)(s + 2)
vs.

So B[v] :=
∑∞

s=0 bsv
s can be expressed as

B[v] =
2

vκ(2)

{
L[v] − L

[
n − p − 1

2

n − p + q − 1
2

v

]
− L

[
n − p − 1

2

n − 1
2

v

]
+ L

[
n − p − 1

2

n + q − 1
2

v

]}
(3.3)
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Let

Rk,l[v] = v−l

{
(B[v])k −

l−1∑
j=0

( ∑
s1+···+sk=j

bs1 · · · bsk

)
vj

}
. (3.4)

Note that the second term in the above braces is the Taylor expansion of (B[v])k up
to the order vl−1.

Then from (2.6), (2.7) and (2.8) with using (2.4), if |t| ≤ mv

1

|t|
|φ(t) − φs(t)|

≤ exp
(
−t2

2

){ s∑
k=1

1

k!
|t|3k−1

∞∑
j=s−k+1

( ∑
s1+···+sk=j

bs1 · · · bsk

)
m−(j+k)|t|j

+
∞∑

k=s+1

1

k!
|t|3k−1

( ∞∑
j=0

bjm
−(j+1)|t|j

)k}

= exp
(
−t2

2

){ s∑
k=1

1

k!
|t|3k−1m−k

( |t|
m

)s−k+1

Rk,s−k+1

[ |t|
m

]
+

∞∑
k=s+1

1

k!
|t|3k−1m−k

(
B

[ |t|
m

])k
}

≤ m−(s+1) exp
(
−t2

2

){ s∑
k=1

1

k!
|t|s+2kRk,s−k+1[v]

+
1

(s + 1)!
|t|3s+2(B[v])s+1 exp

(
t2vB[v]

)}
.

Integrating the last expression, we obtain a bound for I1[v] :

I1[v] ≤ U1[v] :=
2

ms+1

{ s∑
k=1

1

k!
Rk,s−k+1[v]

∫ mv

0

ts+2k exp
(
−t2

2

)
dt

+
1

(s + 1)!
(B[v])s+1

∫ mv

0

t3s+2 exp
(
−t2

2
cv

)
dt

}
,

(3.5)

where

cv = 1 − 2vB[v]. (3.6)

Note that U1[v] = O(m−(s+1)) if cv > 0 since

2

∫ mv

0

tk exp
(
−t2

2
cv

)
dt =

(cv

2

)−(k+1)/2
∫ mv

0

(t2

2
cv

)(k−1)/2

exp
(
−t2

2
cv

)
(tcv)dt

=
(cv

2

)−(k+1)/2
∫ m2v2cv/2

0

s(k−1)/2e−sds <
(cv

2

)−(k+1)/2

Γ
[k + 1

2

]
.

(3.7)
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More simple, but a little loose upper bound for I1[v] is given by

Ũ1[v] :=
2

ms+1

{ s∑
k=1

1

k!
Rk,s−k+1[v]2−(s+1)/2−kΓ

[s + 1

2
+ k

]
+

1

(s + 1)!
(B[v])s+1

(cv

2

)−(3s+3)/2

Γ
[3s + 3

2

]}
.

(3.8)

Next we consider I2[v] in (3.1), which is represented as

I2[v] = 2

{∫ ∞

mv

exp
(
−t2

2

)
t−1dt +

s∑
k=1

1

k!

s−k∑
j=0

γk,j

∫ ∞

mv

exp
(
−t2

2

)
|t|3k+j−1dt

}
. (3.9)

The integrals included in I2[v] are not difficult to compute. For positive constant a,

2

∫ ∞

mv

tk exp(−at2)dt = a−(k+1)/2

∫ ∞

m2v2a

s(k−1)/2e−sds

is the incomplete gamma function. There are several algorithms to compute it.
Using the above formula,

2

∫ ∞

mv

tk exp
(
−t2

2

)
dt = 2

∫ ∞

mv

tk exp
(
−t2

2
(1 − c + c)

)
dt

< exp
(
−m2v2

2
(1 − c)

)( c

2

)−(k+1)/2

Γ
[k + 1

2

]
,

where 0 < c < 1. So we obtain a simple upper bound for I2[v] as

I2[v] < exp
(
−m2v2

2
(1 − c)

){
1 +

s∑
k=1

1

k!

s−k∑
j=0

γk,j

( c

2

)−(3k+j)/2

Γ
[3k + j

2

]}
. (3.10)

We note that I2[v] = O(exp[−m2v2

2
(1 − c)]) (m → ∞) for fixed v (0 < v) and

c (0 < c < 1).
Finally we derive a bound for I3[v] in (3.1). From (1.5) the characteristic function

of T is given by

φ(t) =

q∏
j=1

Γ[n−p+j
2

− it̃ ]Γ[n+j
2

]

Γ[n−p+j
2

]Γ[n+j
2

− it̃ ]
, (3.11)

where t̃ = (κ(2))−1/2t. It is known that∣∣∣∣Γ[x + yi]

Γ[x]

∣∣∣∣2 =
∞∏

k=0

{
1 +

y2

(x + k)2

}−1

(3.12)

for any real number x, y; (x > 0). Since if A < B

log

{
1 +

t2

(A + x)2

}
− log

{
1 +

t2

(B + x)2

}
7



is a decreasing function of x > 0,

log |φ(t)| = −1

2

q∑
j=1

∞∑
k=0

{
log

(
1 +

t̃2

(n−p+j
2

+ k)2

)
− log

(
1 +

t̃2

(n+j
2

+ k)2

)}

< −1

2

q∑
j=1

∫ ∞

0

{
log

(
1 +

t̃2

(n−p+j
2

+ x)2

)
− log

(
1 +

t̃2

(n+j
2

+ x)2

)}
dx

= −1

4

q∑
j=1

∫ n

n−p

log
(
1 +

4t̃2

(x + j)2

)
dx

< −1

4

∫ q+1

1

{∫ n

n−p

log
(
1 +

4t̃2

(x + y)2

)
dx

}
dy = −t̃2 G(t̃, n, p, q),

(3.13)

where

G(t, n, p, q) = F
(n + q + 1

2t

)
− F

(n + 1

2t

)
− F

(n − p + q + 1

2t

)
+ F

(n − p + 1

2t

)
,

F (x) =

∫ x

0

{∫ y

0

log
(
1 +

1

z2

)
dz

}
dy

=
x2

2
log

(
1 +

1

x2

)
+ 2x arctan x − 1

2
log(1 + x2).

Therefore a bound for I3[v] is given by

I3[v] <

∫ ∞

m0v

2

t
exp

{
−t2 G(t, n, p, q)

}
dt = U3[v] (say), (3.14)

where m0 = 1
2
(n − p − 1

2
).

A simple bound for I3[v] is given as follows. Since log(1 + 1
z2 ) is convex

t2G(t, n, p, q) =
1

4

q∑
j=1

∫ n

n−p

log
(
1 +

4t2

(x + j)2

)
dx

>
p

4

q∑
j=1

log
(
1 +

4t2

n − p
2

+ j

)
>

pq

4
log

{
1 +

4t2

(n − p−q−1
2

)2

}
.

(3.15)

Hence

I3[v] <

∫ ∞

m0v

2

t

{
1 +

4t2

(n − p−q−1
2

)2

}−pq/4

dt

=

∫ ∞

1+α

(s − 1)−1s−pq/4ds =

∫ ∞

1+α

∞∑
k=0

s−pq/4−k−1ds =
∞∑

k=0

1
pq
4

+ k
(1 + α)−pq/4−k

<
4

pq
(1 + α)−pq/4

(
1 − 1

1 + α

)−1

=
4

pq
(1 + α)−pq/4 1 + α

α
= Ũ3[v] (say),

(3.16)
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where

α =
4m2

0v
2

(n − p−q−1
2

)2
=

(n − p − 1
2
)2v2

(n − p + p+q+1
2

)2
. (3.17)

The result obtained here is summarized in the following theorem.

Theorem 3.1 Let T̃ be the standardized statistic given by (2.5) and Qs be the Edge-

worth expansion of the distribution function of T̃ up to the order O(m−s) given by
(2.9). Then

sup
x

∣∣∣P(T̃ ≤ x) − Qs(x)
∣∣∣ <

1

2π
(U1[v] + I2[v] + U3[v]), (3.18)

where U1 and U3 are given by (3.5) and (3.14). More simple bound is obtained by

using Ũ1 in (3.8), (3.10) with appropriate c and Ũ3 in (3.16).

4 The order of the error

In this section we show the order of the error of the Edgeworth expansion when
some of n − p, p and q becomes large.

Table 1 gives the orders of m and bs, where the notations ≫,∼ and ∼≫ are
defined as

a ∼ b ⇔ a

b
and

b

a
are bounded,

a ≫ b ⇔ b

a
→ 0, a ∼≫ b ⇔ b

a
is bounded.

Table 1: The orders of m and bs

(l = n − p)

m ∼ bs ∼
(i) l ∼≫ p ∼≫ q ≫ 1 (pq)1/2 1

(ii) l ∼≫ p ≫ q ∼ 1 p1/2 1

(iii) p ≫ l ∼≫ q ≫ 1 (lq)1/2 1

(iv) p ≫ l ≫ q ∼ 1 l1/2 1

(v) p ∼≫ q ≫ l ≫ 1 l{log(q/l)}1/2 {log(q/l)}−1

(vi) p ∼≫ q ≫ l ∼ 1 (log q)1/2 (log q)−1

In section 3 we noted that (3.7) and (3.4) show that

I1[v] + I2[v] = O(m−(s+1))
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for any positive number s. So we look at the order of I3[v].
In the cases (i) and (ii) in table 1, some positive constant c exists such that α in

(3.17) is larger than c for all n, p and q. Then (3.16) shows that

I3[v] = O
( 1

pq
(1 + c)−pq/4

)
.

In the cases (iii) and (iv), α converges to 0. So we need another bound instead

of Ũ3. Narrowing the region of integration in (3.15),

t2G(t, n, p, q) >
1

4

∫ q+1

1

{∫ n−p+p′

n−p

log
(
1 +

4t2

(x + y)2

)
dx

}
dy

>
p′q

4
log

{
1 +

4t2

(n − p + 1 + p′+q
2

)2

}
(0 < p′ ≤ p).

(4.1)

Similarly as (3.16) we obtain

I3[v] <
4

p′q
(1 + α′)−p′q/4 1 + α′

α′ ,

where

α′ =
4m2

0v
2

(n − p + p′+q+1
2

)2
=

(n − p − 1
2
)2v2

(n − p + 1 + p′+q
2

)2
.

Taking p′ = l = n − p shows that

I3[v] = O
( 1

lq
(1 + c′)−lq/4

)
= o(m−(s+1))

for any positive number s where c′ is some positive constant.
In the cases (v) and (vi) in table 1, α′ also converges to 0. However the order of

I3[v] is still O[(lq)−1], which shows that

I3[v] = O
(
(log q)−(s+1)/2

)
for all positive s. Hence only the case (v) is remained. In this case we can see that

κ(2) = O
(
log

q

n − p

)
.

Since log(1 + x) − (x − 1
2
x2) is a nonnegative increasing function,

log |φ(t)| = −1

2

q∑
j=1

∞∑
k=0

{
log

(
1 +

t2

κ(2)(n−p+j
2

+ k)2

)
− log

(
1 +

t2

κ(2)(n+j
2

+ k)2

)}

≤ −1

2

q∑
j=1

∞∑
k=0

[{
t2

κ(2)(n−p+j
2

+ k)2
− t2

κ(2)(n+j
2

+ k)2

}

− 1

2

{(
t2

κ(2)(n−p+j
2

+ k)2

)2

− (
t2

κ(2)(n+j
2

+ k)2

)2]
= −1

2
t2

{
1 − 1

12
t2κ̃(4)

}
≤ −1

2
t2

{
1 − 1

6
t2m−2(κ(2))−1

}
,

(4.2)
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where we used (2.4) and (2.3) for the last inequality. We divide the integral I3[v]
into two part :

I3[v] = I31[v] + I32[v],

I31[v] =

∫ m(κ(2))1/2

mv

2

t
|φ(t)|dt, I32[v] =

∫ ∞

m(κ(2))1/2

2

t
|φ(t)|dt.

From (4.2)

I31[v] ≤
∫ m(κ(2))1/2

mv

2

t
exp(−ut2) =

∫ m2κ(2)u2

m2v2u2

1

s
e−sds

≤ 1

m2v2u2
exp

{
−m2v2u2

}
= U31[v] (say),

(4.3)

where u = 5
12

.
Similarly to (4.1), we obtain

t2G(t, n, p, q) >
q′2

4
log

{
1 +

4t2

(n − p + 1 + q′)2

}
,

where q′ = min{q,m}. Hence

I32[v] <
4

q′2
(1 + α′′)−q′2/4 1 + α′′

α′′ ,

where

α′′ =

(
2m

n − p + 1 + q′

)2

≥
(

2m

(n − p + 1 + m)

)2

→ 4. (4.4)

Therefore I31[v] + I32[v] = o(m−(s+1)) for any positive number s since q′2 ≫ m in
the cases of (v) and (vi).

5 Examples

In this section we show some tables of error bounds.
In the case of s = 2, φs(t) in (2.8) becomes

φ2(t) = exp
(
−t2

2

){
1 +

1

6
κ̃(3)(it)3 +

1

72
(κ̃(3))2(it)6 +

1

24
κ̃(4)(it)4

}
.

Hence I2[v] in (3.13) is

I2[v] = 2

∫ ∞

mv

exp
(
−t2

2

){1

t
+

1

6
κ̃(3)t2 +

1

72
(κ̃(3))2t5 +

1

24
κ̃(4)t3

}
dt

U1[v] in (3.5) is given by

U1[v] =
2

m3

∫ mv

0

{(
R1,2[v]t4 +

1

2
R2,1[v]t6

)
exp

(
−t2

2

)
+

1

6
(B[v])3t8 exp

(
−t2

2
cv

)}
dt,
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where B[v] is given by (3.3),

R1,2[v] =
1

v2
{B[v] − b0 − b1v} and R2,1[v] =

1

v
{(B[v])2 − b2

0}.

U3[v] and Ũ3[v] given by (3.14) and (3.16) do not depend on the choice of s.
Although we can minimize the bound given in theorem 3.1 with respect to v

numerically, it is sufficient to calculate the bounds at

v = 0.05, 0.10, · · · , 0.95

and choose the minimum for actual use. Table 2 gives the bounds

BOUND–1 = min
v=0.05,··· ,0.95

1

2π

(
U1[v] + I2[v] + U3[v]

)
,

BOUND–2 = min
v=0.05,··· ,0.95

1

2π

(
U1[v] + I2[v] + Ũ3[v]

)
for

n = 50; p = 10, 20, 30, 40 ; q = 5, 10.

The values in the parentheses are the values of v at the minimum.
We can see that (i) if q becomes large the bounds becomes small, (ii) if n − p

small the bounds becmes a little bit large. The simple version BOUND–2 suffices
for actual use except the cases that n − p is small relative to p.

Table 2: The error bounds for s = 2 and n = 50.

p q BOUND–1 BOUND–2
10 5 0.0272 (0.55) 0.0288 (0.55)
20 5 0.0110 (0.55) 0.0114 (0.55)
30 5 0.0077 (0.55) 0.0085 (0.60)
40 5 0.0100 (0.70) 0.0159 (0.75)
10 10 0.0099 (0.50) 0.0101 (0.50)
20 10 0.0035 (0.45) 0.0037 (0.45)
30 10 0.0023 (0.50) 0.0026 (0.50)
40 10 0.0029 (0.65) 0.0044 (0.70)

Table 3 gives the bounds for different orders of the expansion formulas and

n = 50; p = 10, 20; q = 5.

We can see that the bounds are similar for s = 2, 3, 4 if p = 10, while the bounds
becomes small as s becomes large if p = 20.

The error bound for Box’s formula (1.2) given by Fujikoshi and Ulyanov (2006)
is not very sharp because it is an application of the formula of error bounds for wide
class of statistics. It will be possible to derive a sharp bound for (1.2) using similar
method in this paper. Then we will be able to choose better approximation formula
between Box’ formula and Edgeworth expansion formula.
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Table 3: The error bounds for different orders with n = 50, q = 5.

s p BOUND–1 BOUND–2
0 10 0.0621 0.0676
1 10 0.0368 0.0398
2 10 0.0272 0.0288
3 10 0.0237 0.0244
4 10 0.0238 0.0246
0 20 0.0406 0.0429
1 20 0.0181 0.0192
2 20 0.0110 0.0114
3 20 0.0078 0.0083
4 20 0.0061 0.0063
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