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Abstract. The combinatorial type of an elliptic K3 surface with a zero sec-
tion is the pair of the ADE-type of the singular fibers and the torsion part

of the Mordell-Weil group. We determine the set of connected components of
the moduli of elliptic K3 surfaces with fixed combinatorial type. Our method
relies on the theory of Miranda and Morrison on the structure of a genus of

even indefinite lattices, and computer-aided calculations of p-adic quadratic
forms.

1. Introduction

Elliptic K3 surfaces have been intensively studied by many authors from various
points of view, not only in algebraic and arithmetic geometry, but also in theoretical
physics of string theory. In this paper, we investigate certain moduli of complex
elliptic K3 surfaces, and determine the connected components of the moduli.

An elliptic K3 surface is a triple (X, f, s), where X is a complex K3 surface,
f : X → P1 is a fibration whose general fiber is a curve of genus 1, and s : P1 → X
is a section of f . An elliptic K3 surface (X, f, s) is sometimes denoted simply by f
with X and s being understood.

Let (X, f, s) be an elliptic K3 surface. Then the set of sections of f has a natural
structure of abelian group with zero element s. This group is called the Mordell-
Weil group. We denote by Af the torsion part of the Mordell-Weil group of (X, f, s).
If an irreducible curve C on X is contained in a fiber of f and is disjoint from the
zero section s, then C is a smooth rational curve. The set Φf of the classes of these
smooth rational curves form an ADE-configuration of vectors of square-norm −2
in H2(X,Z). (See Section 2.4 for the definition of an ADE-configuration.) The
combinatorial type of an elliptic K3 surface (X, f, s) is the pair (Φf , Af ). Let Φ be
an ADE-configuration, and A a finite abelian group. We say that an elliptic K3
surface (X, f, s) is of type (Φ, A) if Φ ∼= Φf and A ∼= Af .

In our previous papers [25], [20], we made the complete list of (Φ, A) that can be
realized as combinatorial type of elliptic K3 surfaces. The cardinality of this list is
3693. In this paper, we refine this result to the following:

Theorem 1.1. The moduli of elliptic K3 surfaces of type (Φ, A) has more than one
connected component if and only if (Φ, A) appears in Tables I and II in Section 7.

See Section 3.1 for the precise definition of the connected components of the
moduli of elliptic K3 surfaces of fixed type (Φ, A). In Tables I and II, the ADE-
configuration Φ is presented by the ADE-type of the configuration. The finite
abelian group Z/aZ is denoted by [a], and Z/aZ× Z/bZ is denoted by [a, b].
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Tables I and II are obtained by machine-computation. The purpose of this
paper is to explain the algorithm to calculate the set of connected components of
the moduli.

The non-connectedness of the moduli is caused by two totally different reasons;
one is algebraic and the other is transcendental.

For a K3 surface X, we denote by NS(X) := H1,1(X) ∩ H2(X,Z) the Néron-
Severi lattice of X, and by T (X) the transcendental lattice of X; that is, T (X) is
the orthogonal complement of NS(X) in H2(X,Z).

Let (X, f, s) be an elliptic K3 surface. We denote by Uf ⊂ H2(X,Z) the sub-
lattice generated by the class of a fiber of f and the class of the section s, by
L(Φf ) the sublattice of H2(X,Z) generated by Φf ⊂ H2(X,Z), and by M(Φf ) the
primitive closure of L(Φf ) in H

2(X,Z). It is well-known that Af is isomorphic to
M(Φf )/L(Φf ). We then denote by Tf the orthogonal complement of Uf ⊕M(Φf )
in H2(X,Z). We obviously have NS(X) ⊃ Uf ⊕M(Φf ) and T (X) ⊂ Tf .
Definition 1.2. Let C be a connected component of the moduli of elliptic K3
surfaces of type (Φ, A). Suppose that an elliptic K3 surface (X, f, s) corresponds
to a point of C. The Néron-Severi lattice of C is defined to be the isomorphism class
of the lattice Uf ⊕M(Φf ), and the transcendental lattice of C is defined to be the
isomorphism class of the lattice Tf .

It is obvious that the Néron-Severi lattice and the transcendental lattice of a
connected component C do not depend on the choice of the member (X, f, s) of C.
It will be seen that, if (X, f, s) is chosen generally in C, then the Néron-Severi lattice
of C is isomorphic to NS(X), and the transcendental lattice of C is isomorphic to
T (X). (See the proof of Theorem 3.5.)

Definition 1.3. We say that two elliptic K3 surfaces (X, f, s) and (X ′, f ′, s′) of
the same type (Φ, A) are algebraically equivalent if there exists an isomorphism
Φf ∼= Φf ′ of ADE-configurations such that the induced isometry L(Φf ) ∼= L(Φf ′)
maps the even overlatticeM(Φf ) of L(Φf ) to the even overlatticeM(Φf ′) of L(Φf ′).
If there exist no such isomorphisms Φf ∼= Φf ′ , we say that (X, f, s) and (X ′, f ′, s′)
are algebraically distinguished.

If (X, f, s) and (X ′, f ′, s′) are algebraically distinguished, then the intersection
patterns of the torsion sections and the irreducible components of the reducible
fibers for (X, f, s) and for (X ′, f ′, s′) are different, and hence they cannot be in the
same connected component of the moduli.

Definition 1.4. We say that two connected components C1 and C2 are algebraically
distinguished if an elliptic K3 surface belonging to C1 and an elliptic K3 surface
belonging to C2 are algebraically distinguished. Otherwise, we say that C1 and C2
are algebraically equivalent.

By definition, if C1 and C2 are algebraically equivalent, then their Néron-Severi
lattices are isomorphic, but their transcendental lattices may be non-isomorphic.

An elliptic K3 surface (X, f, s) is called extremal if the rank of L(Φf ) attains the
possible maximum 18. Suppose that (X, f, s) is extremal. Then the transcendental
lattice T (X) of X is an even positive definite lattice of rank 2, and T (X) is equal
to the transcendental lattice of the connected component containing (X, f, s).

Explanation of the entries of Tables I and II. Table I is the list of non-
connected moduli of extremal ellipticK3 surfaces. The horizontal line in the 4th-5th
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columns separates the connected components that are algebraically distinguished.
(This separating line appears only in nos. 27 and 64. See Section 6.1 for the detail
of example no. 64.) The 4th column shows the list of components [a, b, c] of the
transcendental lattice

T =

[
a b
b c

]
written in the reduced form in the sense of Gauss (see [25]). The 5th column
displays [r, c], where r (resp. c) is the number of connected components that are
(resp. are not) invariant under complex conjugation. In particular, the number c
is always even.

Table II is the list of non-connected moduli of non-extremal elliptic K3 surfaces.
The 2nd column shows the rank of L(Φf ). The list [c1, . . . , ck] in the 5th column
indicates that there exist exactly k algebraic equivalence classes of connected com-
ponents, and that each algebraic equivalence class has exactly ci connected com-
ponents. Examining Table II and investigating the set of connected components
further (see Remark 4.16), we obtain the following:

Corollary 1.5. The moduli of non-extremal elliptic K3 surfaces of type (Φ, A) has
more than one connected component that can not be algebraically distinguished if
and only if A is trivial and Φ is one of the following:

E7 + 2A5, E6 +A11, E6 +A6 +A5, E6 + 2A5 +A1,

D5 + 2A6, D4 + 2A6 +A1, A11 +A5 +A1, A7 + 2A5,

2A6 +A3 + 2A1, A6 + 2A5 +A1, E6 + 2A5, 3A5 +A1.

For each of these types (Φ, A), the moduli has exactly two connected components,
and they are complex conjugate to each other.

If (X, f, s) is extremal, then the K3 surface X is singular in the sense of [26].
It is known that a pair of singular K3 surfaces with isomorphic Néron-Severi lat-
tices and non-isomorphic transcendental lattices has some interesting properties.
See [19], [23] for arithmetic properties, and [2], [7], and [22] for topological proper-
ties. On the other hand, for non-extremal elliptic K3 surfaces, Corollary 1.5 implies
the following:

Corollary 1.6. The transcendental lattice of a connected component of the moduli
of non-extremal elliptic K3 surfaces of fixed type is determined by the algebraic
equivalence class of the connected component.

In fact, we present an algorithm to calculate the set C(Φ, A,G) of G-connected
components of the moduli of marked elliptic K3 surfaces of type (Φ, A), where G is
a subgroup of the automorphism group Aut(Φ) of the ADE-configuration Φ. (See
Section 3.1 for the definition of the set C(Φ, A,G).) Theorem 1.1 and Corollar-
ies 1.5, 1.6 are the statements for the case where G is the full automorphism group
Aut(Φ), which means that elliptic K3 surfaces are not marked. See Section 6.2.

Torelli theorem for the period map of complex K3 surfaces [18] enables us to
study moduli of K3 surfaces by lattice-theoretic tools. In order to investigate
moduli of lattice polarized K3 surfaces, we have to determine the set of primitive
embeddings of the polarizing lattice into the K3 lattice. This task is easy when the
K3 surfaces are singular, because the transcendental lattices are positive definite
of rank 2 in this case. When the transcendental lattices are indefinite of rank ≥ 3,
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we use Miranda-Morrison theory [15, 16, 14]. Let L be an even indefinite lattice
of rank ≥ 3, let G be the genus containing L, and let O(L) → O(DL, qL) be the
natural homomorphism from the orthogonal group of L to the automorphism group
of the discriminant form (DL, qL) of L. Miranda and Morrison defined a certain
finite abelian groupM that fits in an exact sequence

0 −→ Coker(O(L)→ O(DL, qL)) −→ M −→ G −→ 0.

Then they gave a method to calculate this exact sequence in terms of the spinor
norms of certain isometries of the p-adic lattices L ⊗ Zp. When we apply this
theory to the study of moduli of elliptic K3 surfaces, the genus G is the genus
containing the transcendental lattices of algebraic equivalence classes of connected
components of the moduli. We have to incorporate the positive sign structures of L
in the theory, and to calculate the action onM of a subgroup of Aut(Φ) explicitly.
The flipping of positive sign structures corresponds to the complex conjugation,
and the action of a subgroup of Aut(Φ) corresponds to changing the marking.

Miranda-Morrison theory was first applied to the study of moduli of K3 surfaces
by Akyol and Degtyarev [1] in their study of equisingular family of irreducible plane
sextics. Recently, Güneş Aktaş [10] used it to the study of certain classes of quartic
surfaces. In these works, the calculation of isometries of p-adic lattices and their
spinor norms was not fully-automated, and a case-by-case method was employed
at several points. The complete list of ADE-types of singularities of these normal
K3 surfaces had been obtained by Yang ([28], [29]).

A new ingredient of this paper is a refinement of the Miranda-Morrison groupM,
which enables us to treat the positive sign structures in a simplified way. Another
new ingredient is an algorithm to lift a given automorphism of the discriminant form
(DL⊗Zp , qL⊗Zp) of a p-adic lattice L⊗Zp to an isometry of L⊗Zp, and to calculate
the spinor norm of this isometry. Our method employs approximate calculations in
p-adic topology. To obtain precise results, the estimation of approximation errors
is in need. Using this algorithm, we can compute the set C(Φ, A,G) of connected
components of our moduli by computer.

This paper is organized as follows. In Section 2, we collect preliminaries about
lattices. In particular, we recall the theory of discriminant forms due to Nikulin [17]
and its application to the genus theory. In Section 3, we define the set C(Φ, A,G) of
G-connected components of the moduli of marked elliptic K3 surfaces of fixed type
(Φ, A), where G is a subgroup of Aut(Φ). We then introduce a set Q(Φ, A)/∼G,
which is defined in purely lattice-theoretic terms. Using the theory of refined pe-
riod map of marked K3 surfaces [3, Chapter VIII], we show that there exists a
natural bijection between C(Φ, A,G) and Q(Φ, A)/∼G. In Section 4, we formulate
a refinement of Miranda-Morrison theory, and interpret the set Q(Φ, A)/∼G as a
finite disjoint union of certain finite dimensional F2-vector spaces TG/∼Ḡ, which are
closely related to the Miranda-Morrison groupM. Section 5 is the technical core of
our algorithm. We present an algorithm to calculate the spinor norm of an isome-
try of a p-adic lattice that induces a given automorphism of the discriminant form.
The results in Sections 4 and 5 establish an algorithm to calculate the F2-vector
spaces TG/∼Ḡ. Using this algorithm combined with the results in Section 3, we can
compute the set C(Φ, A,G). Applying this calculation to the case G = Aut(Φ), we
obtain Tables I and II in Section 7. In Section 6, we investigate some examples in
detail.



MODULI OF ELLIPTIC K3 SURFACES 5

The data computed in this paper is available from the author’s web-page [24].
For the computation, we used GAP [9].

Thanks are due to Alex Degtyarev, Klaus Hulek and Michael Lönne for many
discussions. The author also thanks the referee for many comments and suggestions
on the first version of this paper.

Convention. In this paper, a homomorphism f : M → M ′ of abelian groups
is written as v 7→ vf . In particular, we denote the composite of f : M → M ′ and
f ′ : M ′ →M ′′ by ff ′ or f · f ′.

2. Lattices

We fix notions and notation about lattices, and recall some classical results. Let
R be either Z, Q, Zp, Qp, or R, and let k be the quotient field of R.

2.1. Gram matrix. An R-lattice is a free R-module L of finite rank equipped with
a non-degenerate symmetric bilinear form

⟨ , ⟩ : L× L→ R.

Let L be an R-lattice of rank n. By choosing a basis e1, . . . , en of the free R-
module L, the form ⟨ , ⟩ is expressed by a symmetric matrix M of size n whose
(i, j)-component is ⟨ei, ej⟩. This matrix M is called the Gram matrix of L with
respect to the basis e1, . . . , en. The discriminant disc(L) of L is defined by

disc(L) := det(M) mod (R×)2 ∈ (R \ {0})/(R×)2.

We denote by O(L) the group of isometries of L. By our convention, the group
O(L) acts on L from the right. The determinant of matrices representing isometries
of L gives rise to a homomorphism

det : O(L)→ Det := {±1}.

Note that L⊗k has a natural structure of k-lattice, and O(L) is naturally embedded
in O(L⊗ k).

2.2. Positive sign structure. Let L be an R-lattice. It is well-known that L has a
diagonal Gram matrixM whose diagonal components are ±1, and that the number
s+ of +1 (resp. s− of −1) on the diagonal is independent of the choice of M . The
signature sign(L) of L is (s+, s−). We say that L is indefinite if s+ > 0 and s− > 0,
whereas L is positive or negative definite if s− = 0 or s+ = 0, respectively. We say
that L is hyperbolic if s+ = 1.

According to [13], we define a positive sign structure of L to be a choice of one of
the connected components of the manifold parametrizing oriented s+-dimensional
subspaces Π of L such that the restriction ⟨ , ⟩|Π of ⟨ , ⟩ to Π is positive-definite.
Unless L is negative-definite, L has exactly two positive sign structures.

The signature and the positive sign structures of a Z- or a Q-lattice L are defined
to be those of L ⊗ R. The orthogonal group O(L) acts on the set of positive sign
structures of L in a natural way.
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2.3. Discriminant form. The theory of discriminant forms was developed by
Nikulin in [17]. A finite quadratic form is a quadratic form

q : D → Q/2Z,

where D is a finite abelian group. The length leng(D) of D is the minimal number
of generators of D. Let (D, q) be a finite quadratic form. We say that (D, q)
is non-degenerate if the associated symmetric bilinear form b : D × D → Q/Z is
non-degenerate, where

b(x, y) :=
1

2
(q(x+ y)− q(x)− q(y)).

We denote by O(D, q) the automorphism group of (D, q). Note again that O(D, q)
acts on (D, q) from the right.

Suppose that R is either Z or Zp, and let L be an R-lattice of rank n. The dual
lattice L∨ of L is defined by

(2.1) L∨ := { x ∈ L⊗ k | ⟨x, v⟩ ∈ R for all v ∈ L },

which is a free R-module of rank n containing L as a submodule of finite index.
The dual lattice L∨ has a natural k-valued non-degenerate symmetric bilinear form
that extends the R-valued form ⟨ , ⟩ on L. We put

DL := L∨/L,

and call it the discriminant group of L. We say that L is unimodular if DL is
trivial. When R is Z, the order of DL is equal to |disc(L)|.

We say that L is even if ⟨x, x⟩ ∈ 2R holds for all x ∈ L. (When R = Zp with
p odd, every R-lattice is even. A Z-lattice L is even if and only if the Z2-lattice
L⊗ Z2 is even.) Note that we have a natural isomorphism

Q/2Z ∼=
⊕
p

Qp/2Zp.

Hence, when R = Zp, we can regard k/2R as a submodule of Q/2Z. Suppose that
L is even. Then the discriminant form

qL : DL → Q/2Z

of L is a finite quadratic form defined by qL(x̄) := ⟨x, x⟩ mod 2R, where x̄ ∈ DL

denotes x mod L for x ∈ L∨. Since ⟨ , ⟩ is non-degenerate, the finite quadratic

form (DL, qL) is non-degenerate. If φ : L
∼−→ L′ is an isometry of even R-lattices,

then φ induces an isomorphism L∨ ∼−→ L′∨ and hence an isomorphism

qφ : (DL, qL)
∼−→ (DL′ , qL′)

of their discriminant forms. In particular, we have a natural homomorphism

O(L)→ O(DL, qL).

Remark 2.1. If we adapt L∨ := Hom(L,R) as the definition of the dual lattice, it is

natural to say that an isometry φ : L
∼−→ L′ induces contravariantly an isomorphism

(DL′ , qL′)
∼−→ (DL, qL). Under the present definition (2.1), however, the functor

φ 7→ qφ is covariant.
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2.4. Roots. Let L be an even Z-lattice. A vector r ∈ L is said to be a root of L if
⟨r, r⟩ = −2. We put

Roots(L) := { r ∈ L | ⟨r, r⟩ = −2 }.
Let Φ = {r1, . . . , rm} be a set of roots of L. Suppose that ⟨ri, rj⟩ ∈ {0, 1} holds for
any i ̸= j. The dual graph of Φ is the graph whose set of vertices is Φ and whose
set of edges is the set of pairs {ri, rj} such that ⟨ri, rj⟩ = 1. We say that Φ is an
ADE-configuration if each connected component of the dual graph of Φ is a Dynkin
diagram of type Al (l ≥ 1), Dm (m ≥ 4), or En (n = 6, 7, 8). (See [8, Figure 1.7]
for the definition of these Dynkin diagrams). Let Φ be an ADE-configuration. The
formal sum of the types Al, Dm, En of the connected components of the dual graph
is called the ADE-type of Φ. An isomorphism of ADE-configurations Φ and Φ′

is a bijection γ : Φ
∼−→ Φ′ such that ⟨rγ , r′γ⟩ = ⟨r, r′⟩ holds for all r, r′ ∈ Φ. An

isomorphism class of ADE-configurations is determined by the ADE-type. The
automorphism group Aut(Φ) of an ADE-configuration Φ is just the automorphism
group of the dual graph of Φ.

A negative definite even Z-lattice L is said to be a root lattice if L is generated by
Roots(L). We have the following classical result. See [8, Theorem 1.2], for example.

Proposition 2.2. Let L be a root lattice. Then there exists an ADE-configuration
Φ ⊂ Roots(L) that forms a basis of L.

The ADE-configuration Φ in this proposition is called a fundamental root system
of the root lattice L. When an ADE-configuration Φ is given, we denote by L(Φ)
the root lattice with a fundamental root system Φ.

2.5. Even Zp-lattices. Let p be a prime integer. The isomorphism classes of
even Zp-lattices and their discriminant forms are well-understood. See [17] or [14,
Chapter IV] for details.

We say that a finite quadratic form q : D → Q/2Z is p-adic if the order of D is
a power of p. If (D, q) is p-adic, then the image of q is included in the subgroup
Qp/2Zp ⊂ Q/2Z. It is obvious that the discriminant form (DL, qL) of an even Zp-
lattice L is p-adic. We have the normal form theorems for non-degenerate p-adic
finite quadratic forms and for even Zp-lattices.

Proposition 2.3. A non-degenerate p-adic finite quadratic form is isomorphic to
an orthogonal direct-sum of indecomposable p-adic finite quadratic forms listed in
Table 2.1.

More precisely, we have an algorithm to decompose a given non-degenerate p-
adic finite quadratic form into an orthogonal direct-sum of indecomposable ones.
See [14, Chapter IV].

Proposition 2.4. An even Zp-lattice is isomorphic to an orthogonal direct-sum of
indecomposable even Zp-lattices whose Gram matrices are listed below.

When p is odd:

[2pν ] or [2pνnp],

where ν runs through Z≥0, and np ∈ Z represents a non-square residue in F×
p .

When p = 2:

2ν [2ε], or 2ν
[

0 1
1 0

]
, or 2ν

[
2 1
1 2

]
,
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When p is odd:

Name (D, q) Brown invariant

w1
p,ν

(
Z/pνZ,

[
2

pν

]) {
0 if ν is even,

1− (−1)(p−1)/2 if ν is odd,

w−1
p,ν

(
Z/pνZ,

[
2np
pν

]) {
0 if ν is even,

−3− (−1)(p−1)/2 if ν is odd.

When p = 2:

Name (D, q) Brown invariant

wε2,ν

(
Z/2νZ,

[ ε
2ν

])
ε+ ν(ε2 − 1)/2

uν

(
Z/2νZ× Z/2νZ,

1

2ν

[
0 1
1 0

])
0

vν

(
Z/2νZ× Z/2νZ,

1

2ν

[
2 1
1 2

])
4ν

In this table, ν runs through Z>0. When p is odd, np ∈ Z repre-
sents a non-square residue in F×

p . When p = 2, ε ∈ {1, 3, 5, 7} if
ν > 1, whereas ε ∈ {1, 3} if ν = 1.

Table 2.1. Indecomposable p-adic finite quadratic forms

where ν runs through Z≥0, and ε ∈ {1, 3, 5, 7}.
An indecomposable even Zp-lattice L in the list above is unimodular if and only

if ν = 0 and L ̸∼= [2ε].

Moreover, we have an algorithm to determine whether two given orthogonal
direct-sums of these indecomposable objects are isomorphic or not. (See [14, Chap-
ter IV].) In particular, for a given positive integer r, a given element d ∈ (Zp \
{0})/(Z×

p )
2, and a given non-degenerate p-adic finite quadratic form (D, q), we can

easily determine whether there exists an even Zp-lattice L such that rank(L) = r,
disc(L) = d, and (DL, qL) ∼= (D, q), and if it exists, we can write a Gram matrix
of such an even Zp-lattice explicitly (see Section 5.2). As corollaries, we obtain the
following:

Proposition 2.5. The isomorphism class of an even Zp-lattice L is determined by
rank(L), disc(L) ∈ (Zp\{0})/(Z×

p )
2, and the isomorphism class of the discriminant

form (DL, qL).

Proposition 2.6. If L is an even Zp-lattice, then the natural homomorphism
O(L)→ O(DL, qL) is surjective.

2.6. Even overlattices. Suppose that L is an even Z-lattice. An even overlattice
of L is a Z-submodule M of L∨ containing L such that the natural Q-valued sym-
metric bilinear form on L∨ takes values in Z onM , and thatM is an even Z-lattice
by this Z-valued form. The following theorem is due to Nikulin [17].
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Proposition 2.7. Let L be an even Z-lattice, and let prL : L
∨ → DL denote the

natural projection. Then the mapping K 7→ pr−1
L (K) gives rise to a bijection from

the set of totally isotropic subgroups K ⊂ DL of (DL, qL) to the set of even over-
lattices of L.

A submodule A of a free Z-module M is said to be primitive if M/A is torsion
free. The primitive closure of A in M is the primitive submodule (A⊗Q) ∩M of
M . As a corollary of Proposition 2.7, we obtain the following:

Corollary 2.8. Let S and T be even Z-lattices. Then there exists a canonical
bijective correspondence between the set of even unimodular overlattices H of the
orthogonal direct sum S ⊕ T such that S and T are primitive in H, and the set of
anti-isometries (DS ,−qS)

∼−→ (DT , qT ).

The correspondence is given as follows. Let γ : (DS ,−qS)
∼−→ (DT , qT ) be an

anti-isometry of the discriminant forms. Then the pull-back of the graph of γ in
DS ⊕ DT by the natural projection S∨ ⊕ T∨ → DS ⊕ DT is an even unimodular
overlattice of S ⊕ T .

2.7. Genus of even Z-lattices. Let (D, q) be a non-degenerate finite quadratic
form. For each prime divisor p of d := |D|, let Dp denote the p-part

{ x ∈ D | pνx = 0 for some integer ν ≥ 0 }

of D, and let qp denote the restriction of q to Dp. Then (Dp, qp) is a non-degenerate
p-adic finite quadratic form. We say that (Dp, qp) is the p-part of (D, q). If p ̸= p′,
then Dp and Dp′ are orthogonal with respect to the bilinear form b of (D, q). Hence
we obtain a canonical orthogonal direct-sum decomposition

(2.2) (D, q) =
⊕
p|d

(Dp, qp).

Suppose that L is an even Z-lattice. Then the even Zp-lattice L⊗Zp is not uni-
modular if and only if p divides the order |DL| of the discriminant group, and the p-
part of the discriminant form (DL, qL) is isomorphic to (DL⊗Zp , qL⊗Zp). Moreover,

the discriminant disc(L⊗Zp) is equal to disc(L) mod (Z×
p )

2. If sign(L) = (s+, s−),
we have disc(L) = (−1)s− |DL|. Hence, by the results we have stated so far, we
obtain the following:

Proposition 2.9. Let L and L′ be even Z-lattices. Then the following conditions
are equivalent:

(i) sign(L) = sign(L′) and (DL, qL) ∼= (DL′ , qL′).
(ii) L⊗ R ∼= L′ ⊗ R, and L⊗ Zp ∼= L′ ⊗ Zp for all p.

Definition 2.10. We say that even Z-lattices L and L′ are in the same genus if
the two conditions in Proposition 2.9 are satisfied.

Definition 2.11. Let (s+, s−) be a pair of non-negative integers such that r :=
s+ + s− > 0, and let (D, q) be a non-degenerate finite quadratic form. The genus
determined by (s+, s−) and (D, q) is the set of isomorphism classes of even Z-lattices
L of rank r such that sign(L) = (s+, s−) and (DL, qL) ∼= (D, q).

We have the following criterion, due to Nikulin [17], for the genus determined by
(s+, s−) and (D, q) to be non-empty. (See also Theorem 5.2 in [14, Chapter V].)
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The Brown invariant Br(D, q) of a non-degenerate finite quadratic form (D, q) is
defined to be the element of Z/8Z that satisfies

exp

(
2π
√
−1

8
Br(D, q)

)
=

1√
|D|

∑
x∈D

exp(
√
−1π q(x)).

(See [14, Chapter III] for the existence of the Brown invariant.) The Brown in-
variant is additive under the operation of orthogonal direct-sum of non-degenerate
finite quadratic forms, and the values of this invariant for the indecomposable non-
degenerate p-adic finite quadratic forms are given in Table 2.1. Hence, using the
decomposition (2.2) and Proposition 2.3, we can easily calculate Br(D, q) for any
(D, q).

Theorem 2.12. Let s+ and s− be non-negative integers such that s+ + s− > 0,
and let (D, q) be a non-degenerate finite quadratic form. We put r := s+ + s− and
d := (−1)s− |D|. Then the genus determined by (s+, s−) and (D, q) is non-empty if
and only if the following hold:

(i) r ≥ leng(D),
(ii) Br(D, q) ≡ s+ − s− mod 8, and
(iii) for each prime divisor p of d, there exists an even Zp-lattice of rank r, dis-

criminant d mod (Z×
p )

2, and with the discriminant form isomorphic to the
p-part (Dp, qp) of (D, q).

Remark 2.13. Another formulation of the criterion by means of p-excess is given by
Conway and Sloan [6, Chapter 15]. In our previous papers [20, 21], we used this
p-excess version.

By the weak Hasse principle, we obtain the following proposition (Theorem 1.1
in [14, Chapter VIII]).

Proposition 2.14. If even Z-lattices L and L′ are in the same genus, then the
Q-lattices L⊗Q and L′ ⊗Q are isomorphic.

3. Connected components of moduli

In this section, we fix an ADE-configuration Φ, a finite abelian group A, and a
subgroup G of the automorphism group Aut(Φ) of Φ.

3.1. Definition of connected components. Let (X, f, s) be an elliptic K3 sur-
face. We consider the second cohomology group H2(X,Z) as a Z-lattice by the
cup-product. It is well-known that H2(X,Z) is a K3-lattice; that is, H2(X,Z) is
an even unimodular Z-lattice of signature (3, 19), which is unique up to isomor-
phism. Recall that Φf ⊂ H2(X,Z) is the set of classes of smooth rational curves on
X that are contracted by f and are disjoint from s, and that Af is the torsion part
of the Mordell-Weil group. By the classical theory of elliptic surfaces (see [11]),
we know that Φf is an ADE-configuration. Recall that L(Φf ) denotes the root
sublattice of H2(X,Z) generated by Φf .

Suppose that (X, f, s) is of type (Φ, A); that is, Φf ∼= Φ and Af ∼= A. A marking

of (X, f, s) is an isomorphism ϕ : Φ
∼−→ Φf of ADE-configurations. If ϕ is a marking

of (X, f, s), we denote by (X, f, s, ϕ) the marked elliptic K3 surface. We say that
two markings ϕ and ϕ′ of (X, f, s) are G-isomorphic if there exists an element
g ∈ G such that ϕ = g · ϕ′ holds. More generally, we say that two marked elliptic
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K3 surfaces (X, f, s, ϕ) and (X ′, f ′, s′, ϕ′) of type (Φ, A) are G-isomorphic if there

exist an isomorphism ψ : X ′ ∼−→ X of K3 surfaces and an element g of G that satisfy
the following:

• We have f ◦ ψ = f ′ and ψ ◦ s′ = s, so that ψ induces an isomorphism
of elliptic K3 surfaces (X ′, f ′, s′)

∼−→ (X, f, s). Hence the pull-back by ψ
induces an isomorphism

Φψ : Φf
∼−→ Φf ′

of ADE-configurations.
• The diagram

Φ
g−→ Φ

ϕ ↓ ↓ ϕ′

Φf −→
Φψ

Φf ′

commutes.

We consider the moduli space that parameterizes the G-isomorphism classes of
marked elliptic K3 surfaces of type (Φ, A), and define the set C(Φ, A,G) of con-
nected components of this moduli space.

Remark 3.1. Theorem 1.1 and Corollaries 1.5, 1.6 stated in Introduction are for the
case where G = Aut(Φ).

A connected family (X , F, S)/B of elliptic K3 surfaces of type (Φ, A) is a com-
mutative diagram

X F−→ P1
B

π ↘ ↙ πP

B

with a section S : P1
B → X of F such that the following hold:

• B is a connected analytic variety, π : X → B is a family of K3 surfaces,
πP : P1

B → B is a P1-fibration, and
• for any point t ∈ B, the pullback (Xt, ft, st) of (X , F, S) by {t} ↪→ B is an
elliptic K3 surface of type (Φ, A).

Let (X , F, S)/B be a connected family as above. For a point t ∈ B, we denote by
Φt the ADE-configuration Φft of the elliptic K3 surface (Xt, ft, st). The family
{Φt | t ∈ B} defines a locally constant system

ΦB → B

of ADE-configurations. A marking of a connected family (X , F, S)/B is a choice

of a base point o ∈ B and a marking ϕo : Φ
∼−→ Φo of (Xo, fo, so). We say that

a marked connected family ((X , F, S)/B, ϕo) is G-connected if the image of the
monodromy representation

mB : π1(B, o)→ Aut(Φ)

obtained from the locally constant system ΦB → B and the marking ϕo : Φ
∼−→ Φo

is contained in G. Suppose that ((X , F, S)/B, ϕo) is G-connected, and let t be a
point of B. Since B is connected, there exists a path γ : [0, 1] → B from the base

point o to t. The composite of ϕo : Φ
∼−→ Φo and the transportation Φo

∼−→ Φt in
the locally constant system ΦB → B along γ gives rise to a marking

ϕt : Φ
∼−→ Φt



12 ICHIRO SHIMADA

of (Xt, ft, st). This marking depends on the choice of the path γ, but the G-
isomorphism class of ϕt is independent of the choice of γ. Therefore a G-connected
family parametrizes a family of G-isomorphism classes of marked elliptic K3 sur-
faces.

We say that two marked ellipticK3 surfaces (X, f, s, ϕ) and (X ′, f ′, s′, ϕ′) of type
(Φ, A) areG-connected if there exists a markedG-connected family ((X , F, S)/B, ϕo)
of elliptic K3 surfaces of type (Φ, A) with two fibers G-isomorphic to (X, f, s, ϕ)
and (X ′, f ′, s′, ϕ′), respectively. This relation of G-connectedness is an equiva-
lence relation. The transitivity is proved as follows. Suppose that (X1, f1, s1, ϕ1)
and (X2, f2, s2, ϕ2) are G-isomorphic to the fibers of a marked G-connected family
((X , F, S)/B, ϕo) over t1 ∈ B and t2 ∈ B, respectively, and that (X2, f2, s2, ϕ2) and
(X3, f3, s3, ϕ3) are G-isomorphic to the fibers of ((X ′, F ′, S′)/B′, ϕo′) over t

′
2 ∈ B′

and t′3 ∈ B′, respectively. Let B′′ be the connected analytic space obtained by
gluing B and B′ at t2 ∈ B and t′2 ∈ B′, and let (X ′′, F ′′, S′′)/B′′ be the family
obtained by gluing (X , F, S)/B and (X ′, F ′, S′)/B′ along the fibers over t2 ∈ B and
t′2 ∈ B′, both of which are isomorphic to (X2, f2, s2). Then ((X ′′, F ′′, S′′)/B′′, ϕo)
is a marked G-connected family, and hence (X1, f1, s1, ϕ1) and (X3, f3, s3, ϕ3) are
G-connected.

We define a G-connected component of the moduli of elliptic K3 surfaces of type
(Φ, A) to be an equivalence class of the relation of G-connectedness of marked
elliptic K3 surfaces of type (Φ, A). We denote by C(Φ, A,G) the set of G-connected
components of this moduli.

3.2. Lattice invariant of connected components. In this section, we define a
set Q(Φ, A)/∼G in purely lattice-theoretic terms, and establish a bijection

ζ̄ : C(Φ, A,G)
∼−→ Q(Φ, A)/∼G.

We denote by L(Φ) the root lattice with a fundamental root system Φ, and put

rΦ := rankL(Φ).

Let (X, f, s) be an elliptic K3 surface of type (Φ, A). Recall that M(Φf ) de-
notes the primitive closure of L(Φf ) in H2(X,Z), that Uf denotes the sublattice
of H2(X,Z) generated by the class of a fiber of f and the class of the section s.
Then Uf is an even unimodular hyperbolic Z-lattice of rank 2, and is orthogonal
to L(Φf ) in H

2(X,Z). Hence Uf ⊕M(Φf ) is a primitive sublattice of H2(X,Z).

Proposition 3.2. We haveM(Φf )/L(Φf ) ∼= A and Roots(M(Φf )) = Roots(L(Φf )).

Proof. The isomorphismM(Φf )/L(Φf ) ∼= Af ∼= A is classically known. See [27], for
example. Note that Roots(M(Φf )) ⊃ Roots(L(Φf )). Suppose that Roots(M(Φf ))
were strictly larger than Roots(L(Φf )). Then there would be a smooth rational
curve on X whose class is orthogonal to Uf but does not belong to Φf , which is a
contradiction. □

Since Uf is unimodular, we have a canonical isomorphism

(DUf⊕M(Φf ), qUf⊕M(Φf ))
∼−→ (DM(Φf ), qM(Φf )).

Recall that Tf denotes the orthogonal complement of Uf ⊕M(Φf ) in H2(X,Z).
Then Tf is an even Z-lattice of signature (2, 18 − rΦ). Moreover, Corollary 2.8
implies that we have a unique anti-isomorphism

αf : (DM(Φf ),−qM(Φf ))
∼−→ (DTf , qTf )
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of discriminant forms that gives rise to the even unimodular overlattice H2(X,Z)
of (Uf ⊕M(Φf ))⊕Tf . Hence Tf belongs to the genus determined by the signature
(2, 18− rΦ) and the finite quadratic form (DM(Φf ),−qM(Φf )). Let ωX ∈ H2(X,C)
denote the class of a nowhere vanishing holomorphic 2-form on X, which is unique
up to a non-zero multiplicative constant. We have ωX ∈ Tf ⊗C, ⟨ωX , ωX⟩ = 0, and
⟨ωX , ω̄X⟩ > 0. Let H1,1(X,R)⊥ denote the orthogonal complement of H1,1(X,R)
in H2(X,R). Then H1,1(X,R)⊥ is a positive definite 2-dimensional R-lattice. The
two real vectors ReωX and ImωX in this order form an oriented orthogonal basis
of the real subspace H1,1(X,R)⊥ of Tf ⊗ R. Thus the Hodge structure of H2(X)
canonically defines a positive sign structure θf of Tf .

These geometric objects M(Φf ), Tf , αf , and θf motivate the following lattice-
theoretic definitions.

Definition 3.3. For an even overlattice M of L(Φ), let G(M) denote the genus of
even Z-lattices determined by the signature (2, 18− rΦ) and the discriminant form
(DM ,−qM ). Let E(Φ, A) denote the set of even overlattices M of L(Φ) such that

• M/L(Φ) ∼= A and Roots(M) = Roots(L(Φ)), and
• G(M) is non-empty.

We define Q(Φ, A) to be the set of quartets (M,T, α, θ) of the following objects; M
is an element of E(Φ, A), T is an even Z-lattice belonging to the genus G(M), α is

an isomorphism (DM ,−qM )
∼−→ (DT , qT ), and θ is a positive sign structure of T .

We define an equivalence relation ∼G on the set Q(Φ, A). Since we have a
natural homomorphism Aut(Φ)→ O(L(Φ)), the subgroup G of Aut(Φ) acts on the
set E(Φ, A). Note that this action is from the right. If g ∈ G maps M ∈ E(Φ, A)
to M ′ ∈ E(Φ, A), then g induces an isometry g|M : M

∼−→ M ′, and hence an

isomorphism qg|M : (DM , qM )
∼−→ (DM ′ , qM ′).

Definition 3.4. Let (M,T, α, θ) and (M ′, T ′, α′, θ′) be elements of Q(Φ, A). We
put (M,T, α, θ) ∼G (M ′, T ′, α′, θ′) if there exist an automorphism g ∈ G and an

isometry ψ : T
∼−→ T ′ with the following properties.

• g maps M to M ′,
• ψ maps θ to θ′, and
• the following diagram is commutative:

(DM , qM )
qg|M−−−→ (DM ′ , qM ′)

α ↓ ↓ α′

(DT , qT ) −→
qψ

(DT ′ , qT ′).

Next we define a map ζ̄ from C(Φ, A,G) to Q(Φ, A)/∼G. Let (X, f, s, ϕ) be

a marked elliptic K3 surface of type (Φ, A). The marking ϕ : Φ
∼−→ Φf induces

an isometry ϕL : L(Φ)
∼−→ L(Φf ). By Proposition 3.2 and the existence of Tf ,

there exists a unique element Mf,ϕ of E(Φ, A) such that the isometry ϕL in-

duces an isometry ϕM : Mf,ϕ
∼−→ M(Φf ). The composite of the isomorphism

(DMf,ϕ
, qMf,ϕ

)
∼−→ (DM(Φf ), qM(Φf )) induced by ϕM and the isomorphism αf yields

an isomorphism
αf,ϕ : (DMf,ϕ

,−qMf,ϕ
)

∼−→ (DTf , qTf ).

Thus we obtain a quartet

ζ(X, f, s, ϕ) := (Mf,ϕ, Tf , αf,ϕ, θf ) ∈ Q(Φ, A).
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Suppose that marked elliptic K3 surfaces (X, f, s, ϕ) and (X ′, f ′, s′, ϕ′) are G-
isomorphic. Then we obviously have ζ(X, f, s, ϕ) ∼G ζ(X ′, f ′, s′, ϕ′) by definitions.
Let ((X , F, S)/B, ϕo) be a marked G-connected family of elliptic K3 surfaces of
type (Φ, A). For a point t ∈ B, let (Xt, ft, st) denote the fiber of (X , F, S)/B
over t, and let Φt, Ut, L(Φt), M(Φt), Tt, αt, and θt be the geometric objects

associated with (Xt, ft, st) defined above. Let ϕt : Φ
∼−→ Φt be the marking of

(Xt, ft, st) induced by a path γ : [0, 1] → B connecting o and t. The transporta-

tion along γ induces an isometry H2(Xo,Z)
∼−→ H2(Xt,Z), and this isometry in-

duces isometries of sublattices Uo
∼−→ Ut, L(Φo)

∼−→ L(Φt), M(Φo)
∼−→ M(Φt), and

To
∼−→ Tt. Hence the anti-isometries αo and αt are compatible with the isomor-

phisms (DMo , qMo)
∼−→ (DMt , qMt) and (DTo , qTo)

∼−→ (DTt , qTt) obtained by the
transportation along γ. Since θt is defined by the Hodge structure of Xt, the ana-
lytic structure of F : X → B implies that the isometry To

∼−→ Tt along γ maps θo
to θt. Hence we have ζ(Xo, fo, so, ϕo) ∼G ζ(Xt, ft, st, ϕt). In other words, the map
ζ induces a map

ζ̄ : C(Φ, A,G)→ Q(Φ, A)/∼G.

Theorem 3.5. The map ζ̄ is a bijection.

Proof. Let (M,T, α, θ) be an element ofQ(Φ, A). Let U denote the even unimodular
hyperbolic Z-lattice of rank 2 with a basis vfib, vzero and the Gram matrix[

0 1
1 −2

]
.

We define H to be the even unimodular overlattice of (U ⊕M)⊕ T defined by the
anti-isometry

(DU⊕M ,−qU⊕M ) = (DM ,−qM )
∼−→
α

(DT , qT )

of the discriminant forms given by α. Then H is a K3-lattice. An H-marking of a
K3 surface X is an isometry µ : H

∼−→ H2(X,Z).
Let P∗(T ⊗C) denote the projective space of 1-dimensional subspaces of T ⊗C.

We put

ΩT := { Cω ∈ P∗(T ⊗ C) | ⟨ω, ω⟩ = 0, ⟨ω, ω̄⟩ > 0 }.
A non-zero vector ω = u+

√
−1v ∈ T ⊗C with u, v ∈ V := T ⊗R satisfies Cω ∈ ΩT

if and only if (u, v) belongs to

Z := { (x, y) ∈ V × V | ⟨x, x⟩ = ⟨y, y⟩ > 0, ⟨x, y⟩ = 0 }.

The image Z1 of the first projection pr : Z → V is connected and π1(Z1) ∼= Z.
Since t+ = 2, the orthogonal complement of a vector u ∈ Z1 in V has signature
(1, t−), and hence pr−1(u) = {y ∈ V | ⟨y, y⟩ = ⟨u, u⟩, ⟨u, y⟩ = 0} has two connected
components. We can easily see that π1(Z1) acts on the set of these connected
components trivially. Therefore ΩT has exactly two connected components, and
they are complex conjugate to each other. For Cω ∈ ΩT , the ordered pair of
vectors Reω and Imω in T ⊗ R defines an oriented positive definite 2-dimensional
subspace of T ⊗ R. By this correspondence, the set of connected components of
ΩT can be identified with the set of positive sign structures of T . Let Ω(T,θ) be the
connected component corresponding to θ.

By the theory of the refined period map of marked K3 surfaces, which is stated
in Barth, Hulek, Peters and Van de Ven [3, Chapter VIII], we see that there exists
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a universal family

F(M,T,α,θ) : X → Ω0
(T,θ)

of H-marked K3 surfaces (Xt, µt) with parameter space Ω0
(T,θ) being an open dense

subset of Ω(T,θ) such that, for each t ∈ Ω0
(T,θ), the H-marking µt : H

∼−→ H2(Xt,Z)
satisfies the following:

• µt ⊗ C maps Cωt to H2,0(Xt), where Cωt is the 1-dimensional subspace
of T ⊗ C ⊂ H ⊗ C corresponding to the point t, and hence the Néron-
Severi lattice NS(Xt) of Xt contains the primitive sublattice µt(U ⊕M) of
H2(Xt,Z), and
• µt maps the vectors vfib ∈ U , vzero ∈ U , and each r ∈ Φ ⊂ H to the classes
of certain irreducible curves F , Z, and Cr on Xt, respectively.

Then the complete linear system |F | defines an elliptic fibration ft : Xt → P1 and
Z provides us with a section st of ft. Moreover, the set {Cr | r ∈ Φ} is the set
of smooth rational curves on Xt contracted by ft and disjoint from st, and hence
Φt := Φft is equal to {[Cr] | r ∈ Φ}. We have M(Φt)/L(Φt) ∼= M/L(Φ) ∼= A.
Therefore (Xt, ft, st) is of type (Φ, A), and the H-marking µt yields a marking

ϕt : Φ
∼−→ Φt.

Thus, each element (M,T, α, θ) of Q(Φ, A) gives a connected family F(M,T,α,θ)

of marked elliptic K3 surfaces of type (Φ, A). By the existence of H-markings, the
monodromy of the family {Φt | t ∈ Ω0

(T,θ)} of ADE-configurations is trivial. Any

marked elliptic K3 surface (X, f, s, ϕ) of type (Φ, A) is isomorphic to a member
of the family Fζ(X,f,s,ϕ). Hence the surjectivity of ζ̄ follows. It follows from the
universality of the family Fζ(X,f,s,ϕ) that, if (M,T, α, θ) ∼G (M ′, T ′, α′, θ′), then

each member of Fζ(X,f,s,ϕ) is G-isomorphic to a member of F(M ′,T ′,α′,θ′). Hence ζ̄
is injective. □

3.3. Computation of the set Q(Φ, A)/∼G. Thus our problem of computing the
set C(Φ, A,G) is reduced to the calculation of the set Q(Φ, A)/∼G.

Recall that G acts on the set E(Φ, A) from the right. We have a projection

pr1 : Q(Φ, A)/∼G → E(Φ, A)/G

given by (M,T, α, θ) 7→ M . The set of even overlattices of L(Φ) and the action of
G on it can be easily calculated by Proposition 2.7. From each G-orbit, we choose
an even overlattice M , calculate M/L(Φ) and Roots(M), and determine whether
G(M) is empty or not by the criterion of Theorem 2.12. In this way, we can compute
the set E(Φ, A)/G.

Remark 3.6. For the calculation of Roots(M), the technique of the lattice reduction
bases due to Lenstra, Lenstra, and Lovász [12] is very useful. See [5, Chapter 2].

The notion of algebraic equivalence of connected components defined in Defini-
tions 1.3 and 1.4 is now succinctly defined as follows.

Definition 3.7. We say that two connected components C1, C2 ∈ C(Φ, A,G) are
algebraically equivalent if pr1(ζ̄(C1)) = pr1(ζ̄(C2)) holds.

For a positive sign structure θ of T , let −θ denote the other positive sign struc-
ture. The mapping (M,T, α, θ) 7→ (M,T, α,−θ) defines an involution

c : Q(Φ, A)/∼G → Q(Φ, A)/∼G.
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It is obvious that, via the bijection ζ̄, this involution c corresponds to the action of
Gal(C/R) on C(Φ, A,G).

Definition 3.8. Let C1, C2 ∈ C(Φ, A,G) be two connected components. We say
that C1 is complex conjugate to C2 if c(ζ̄(C1)) = ζ̄(C2) holds. We say that C1 is real
if c(ζ̄(C1)) = ζ̄(C1) holds.

We fix an even overlattice M ∈ E(Φ, A). Our next task is to calculate the
fiber of pr1 over the G-orbit [M ] containing M . Let Stab(M) ⊂ G denote the
stabilizer subgroup of M for the action of G on E(Φ, A). Then we have a natural
homomorphism

Stab(M)→ O(M).

To ease the notation in the next section, we put

G := G(M), (DG , qG) := (DM ,−qM ).

We further denote by
Ḡ ⊂ O(DG , qG)

the image of Stab(M) by the natural homomorphism O(M)→ O(DG , qG).

Definition 3.9. Let TG be the set of triples (T, α, θ), where T is an even Z-lattice
belonging to G, α is an isomorphism (DG , qG)

∼−→ (DT , qT ) of finite quadratic forms,
and θ is a positive sign structure of T .

We define an equivalence relation ∼Ḡ on TG by the following.

Definition 3.10. Let (T, α, θ) and (T ′, α′, θ′) be triples belonging to TG . We put

(T, α, θ) ∼Ḡ (T ′, α′, θ′) if there exist an element g ∈ Ḡ and an isometry ϕ : T
∼−→ T ′

that satisfy the following:

• The diagram

(DG , qG)
g−→ (DG , qG)

α ↓ ↓ α′

(DT , qT ) −→
qϕ

(DT ′ , qT ′)

commutes.
• The isometry ϕ maps θ to θ′.

Then it is easy to see that the fiber of pr1 over [M ] ∈ E(Φ, A)/G is canonically
identified with TG/∼Ḡ. In the next section, we present an algorithm to calculate
the set TG/∼Ḡ.

4. Miranda-Morrison theory

This section and the next section are devoted to purely lattice-theoretic investi-
gations, and are completely independent of the geometry of K3 surfaces.

Let G be a non-empty genus of even Z-lattices determined by a signature (t+, t−)
with t+ = 2 and a non-degenerate finite quadratic form (DG , qG). Let Ḡ be a
subgroup of O(DG , qG). We give an algorithm to calculate the set TG/∼Ḡ defined
in Definitions 3.9 and 3.10. We put

Sign := {1,−1}.
For a vector v of an even lattice, we put

Q(v) :=
⟨v, v⟩
2

.
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4.1. Spinor norm. Let R be Z, Zp, or R, let k denote the quotient field of R, and
let L be an even R-lattice. Let v be a vector of L ⊗ k such that Q(v) ̸= 0. Then
we have the reflection τ(v) ∈ O(L⊗ k) defined by

τ(v) : x 7→ x− ⟨x, v⟩
Q(v)

v.

The classical theorem of Cartan (see [4, Chapter 1]) says that O(L⊗k) is generated
by reflections. Suppose that an isometry g ∈ O(L) is decomposed into a product
τ(v1) · · · τ(vm) of reflections in O(L ⊗ k). We define the spinor norm spin(g) of g
by

spin(g) := Q(v1) · · ·Q(vm) mod (k×)2.

It is known that spin(g) ∈ k×/(k×)2 does not depend on the choice of the decom-
position g = τ(v1) · · · τ(vm), and hence the map spin: O(L)→ k×/(k×)2 is a group
homomorphism. (See [4, Chapter 10].)

Remark 4.1. We use the definition of spin(g) of g = τ(v1) · · · τ(vm) given in [14],
which differs from the one given in [4] by the multiplicative factor 2m ∈ k×/(k×)2.

The following is due to [13]. See also [15].

Proposition 4.2. Suppose that L is an R-lattice, so that the spinor norm takes
values in Sign. The action of an isometry g ∈ O(L) on the set of positive sign
structures of L is trivial if and only if det(g) · spin(g) > 0 holds.

4.2. The case of positive definite genus. Suppose that t− = 0, so that G is
a genus of even positive definite Z-lattices of rank 2. By an algorithm that goes
back to Gauss (see, for example, [6, Chapter 15]), we can make the complete set
of isomorphism classes of even positive definite Z-lattices of rank 2 with discrimi-
nant |DG |. From this list, we sort out those lattices whose discriminant forms are
isomorphic to (DG , qG), and calculate a complete set

{T1, . . . , Tk}
of representatives of the genus G. For each T in this list, we calculate the finite
groups O(T ) and O(DT , qT ), an isomorphism α0 : (DG , qG)

∼−→ (DT , qT ), and the
natural homomorphism O(T ) → O(DT , qT ). Then the set of isomorphisms from
(DG , qG) to (DT , qT ) is equal to

{ α0 · h | h ∈ O(DT , qT ) } = { h′ · α0 | h′ ∈ O(DG , qG) }.

Let α0∗ : O(DG , qG)
∼−→ O(DT , qT ) be the isomorphism induced by α0. Since T is

positive definite, an isometry h̃ of T preserves the positive sign structures of T if
and only if det(h̃) = 1. We make Ḡ ⊂ O(DG , qG) act on O(DT , qT )× Sign from the
left by

(g, (γ, θ)) 7→ (α0∗(g) · γ, θ ), where g ∈ Ḡ and (γ, θ) ∈ O(DT , qT )× Sign.

We also make O(T ) act on O(DT , qT )× Sign from the right by

((γ, θ), h̃) 7→ ( γ · h, det(h̃) · θ ), where h ∈ O(DT , qT ) is induced by h̃ ∈ O(T ).

We consider the set of orbits

Orb(T ) := Ḡ \(O(DT , qT )× Sign)/O(T )

under these actions. Then the set of all (T, α0 · γ, θ ) ∈ TG , where T runs through
the set {T1, . . . , Tk}, and for each T , (γ, θ) runs through the set of representatives
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of Orb(T ), is a complete set of representatives of TG/∼Ḡ. By this algorithm, we
compute Table I.

4.3. Miranda-Morrison theory. From now on to the end of this section, we
assume that t− > 0. Hence G is a genus of even indefinite Z-lattices of rank ≥ 3.
We formulate a refinement of Miranda-Morrison theory [14] on the structure of a
genus of this kind.

We first review the original version of Miranda-Morrison theory, which calculates
the set T ′

G/∼ defined as follows. Let T ′
G be the set of pairs (T, α), where T is an

even Z-lattice belonging to G, and α is an isomorphism (DG , qG)
∼−→ (DT , qT ).

For elements (T, α) and (T ′, α′) of T ′
G , we put (T, α) ∼ (T ′, α′) if there exists an

isometry ϕ : T
∼−→ T ′ such that the diagram

(DG , qG) = (DG , qG)

α ↓ ↓ α′

(DT , qT ) −→
qϕ

(DT ′ , qT ′)

commutes.
We fix an element (L, λ) of T ′

G , and put

OA,0(L) :=
∏
p

O(L⊗ Zp),

OA(L) := { (σp) ∈
∏
p

O(L⊗Qp) | σp ∈ O(L⊗ Zp) for almost all p }.

Note that we have a natural homomorphism O(L ⊗ Q) → OA(L). Let σ = (σp)
be an element of OA(L). Then there exists a unique Z-submodule Lσ of L ⊗ Q
such that Lσ ⊗ Zp = (L ⊗ Zp)σp holds in L ⊗ Qp for all p, where (L ⊗ Zp)σp is
the image of L ⊗ Zp ⊂ L ⊗ Qp by σp ∈ O(L ⊗ Qp). (See Theorem 4.1 in [14,
Chapter VI].) We restrict the symmetric bilinear form of L ⊗ Q to Lσ. Since the
Zp-lattices Lσ ⊗ Zp and L⊗ Zp are isomorphic for all p, we see that Lσ is an even
Z-lattice belonging to G. Note that we have Lσ = L if and only if σ ∈ OA,0(L).
Let τ = (τp) be an element of OA(L). Then each component τp of τ induces an

isometry Lσ ⊗ Zp
∼−→ Lστ ⊗ Zp, and hence induces an isomorphism

qτp : (DLσ⊗Zp , qLσ⊗Zp)
∼−→ (DLστ⊗Zp , qLστ⊗Zp).

Their product over the primes p dividing |disc(L)| = |DG | gives rise to an isomor-
phism

qτ |Lσ : (DLσ , qLσ )
∼−→ (DLστ , qLστ ).

If τ ∈ OA,0(L), then qτ |L ∈ O(DL, qL). As a corollary of Proposition 2.6, we obtain
the following:

Proposition 4.3. The homomorphism OA,0(L) → O(DL, qL) given by τ 7→ qτ |L
is surjective.

For σ ∈ OA(L), we put

λσ := λ · qσ|L : (DG , qG)
∼−→ (DLσ , qLσ ).

Thus we obtain a map OA(L) → T ′
G given by σ 7→ (Lσ, λσ). We show that this

map is surjective. Let (T, α) be an arbitrary element of T ′
G . By Proposition 2.14,

we can assume that T is embedded into L ⊗ Q isometrically, and hence we have
L ⊗ Q = T ⊗ Q. Then the equality L ⊗ Zp = T ⊗ Zp holds in L ⊗ Qp for almost
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all p. For each p, we have an isometry σp : L⊗ Zp
∼−→ T ⊗ Zp, which we regard as

an element of O(L ⊗ Qp). We put σ := (σp). Since L ⊗ Zp = T ⊗ Zp for almost
all p, we see that σ belongs to OA(L), and we have T = Lσ. We also obtain an

isomorphism qσ|L : (DL, qL)
∼−→ (DT , qT ). Consider the diagram

(DG , qG)
α↙ ↘ λ

(DT , qT ) ←−
qσ|L

(DL, qL).

We see that λ−1 · α · (qσ|L)−1 belongs to O(DL, qL). By Proposition 4.3, there
exists an element ρ ∈ OA,0(L) such that qρ|L = λ−1 · α · (qσ|L)−1. Then we have
(T, α) = (Lρσ, λρσ). Therefore the mapping σ 7→ (Lσ, λσ) is surjective, and we
obtain

OA(L)→→T ′
G →→T ′

G/∼.
Let Up denote the image of the natural homomorphism Z×

p ↪→ Q×
p → Q×

p /(Q×
p )

2.
Recall that Det = {1,−1}. We put

Γp,0 := Det× Up ⊂ Γp := Det × Q×
p /(Q×

p )
2.

Note that Γp is an elementary 2-group of rank 4 if p = 2 and of rank 3 if p > 2,
and that Γp,0 is of index 2 in Γp. We consider the homomorphism

(det, spin) : O(L⊗ Zp)→ Γp.

Definition 4.4. Let O♯(L ⊗ Zp) denote the kernel of the natural homomorphism
O(L⊗Zp)→ O(DL⊗Zp , qL⊗Zp), and let Σ♯(L⊗Zp) denote the image of O♯(L⊗Zp)
by (det, spin).

The abelian group Σ♯(L⊗ Zp) is completely calculated in [16] and [14, Chapter
VII]. In particular, we have the following proposition. (See Theorems 12.1-12.4 and
Corollary 12.11 in [14, Chapter VII].) Recall that we have assumed that L is of
rank ≥ 3.

Proposition 4.5. (1) We have Σ♯(L⊗ Zp) ⊂ Γp,0.
(2) If L⊗ Zp is unimodular, then Σ♯(L⊗ Zp) = Γp,0.

We put

ΓA,0 :=
∏
p

Γp,0 ⊂ ΓA := { (γp) ∈
∏
p

Γp | γp ∈ Γp,0 for almost all p }.

If L⊗Zp is unimodular, we have O♯(L⊗Zp) = O(L⊗Zp), and hence Proposition 4.5
implies that the image of O(L⊗Zp) by (det, spin) is Γp,0. Since L⊗Zp is unimodular
for almost all p, we obtain a homomorphism

(det, spin) : OA(L)→ ΓA.

We put

Σ♯A(L) :=
∏
p

Σ♯(L⊗ Zp) ⊂ ΓA,0.

Finally, we put

ΓQ := Det × Q×/(Q×)2,

and embed ΓQ into ΓA naturally. We have the following proposition. See Proposi-
tion 6.1 in [14, Chapter V].
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Proposition 4.6. If V is an indefinite Q-lattice of rank ≥ 3, then the homomor-
phism (det, spin) : O(V )→ ΓQ is surjective.

One of the principal results of Miranda-Morrison theory is as follows (see Theo-
rem 3.1 in [14, Chapter VIII]).

Theorem 4.7. Let σ and τ be in OA(L). Then we have (Lσ, λσ) ∼ (Lτ , λτ ) if
and only if

(det(σ), spin(σ)) ≡ (det(τ ), spin(τ )) mod ΓQ · Σ♯A(L)
holds in ΓA. In particular, we can endow the set T ′

G/∼ with a structure of abelian
group.

The main ingredient of the proof of Theorem 4.7 is the following corollary (The-
orem 2.2 in [14, Chapter VIII]) of the strong approximation theorem (Theorem 7.1
in [4, Chapter 10]) for the spin group

ΘA(L) := Ker((det, spin) : OA(L)→ ΓA).

Recall that L is indefinite of rank ≥ 3.

Theorem 4.8. Let σ be an element of OA(L). For any element ψ′ of ΘA(L),
there exists an isometry ψ ∈ O(L ⊗ Q) such that (det(ψ), spin(ψ)) = (1, 1), that

Lσψ = Lσψ
′
, and that qψ|Lσ : (DLσ , qLσ )

∼−→ (DLσψ , qLσψ ) is equal to qψ′ |Lσ .

Indeed, the set of all τ ∈ ΘA(L) that satisfy L
στ = Lσψ

′
and qτ |Lσ = qψ′ |Lσ is

a non-empty open subset of ΘA(L) whose p-component coincides with

Θ(L⊗ Zp) := Ker((det, spin) : O(L⊗ Zp)→ Γp)

for almost all p.

Remark 4.9. Even though the definition of the spinor norm in [14] and in this
paper differs from the one given in [4], the definition of the spin group is not
affected, because, for any element g = τ(v1) · · · τ(vm) of a spin group, the condition
det(g) = 1 implies m ≡ 0 mod 2. See Remark 4.1.

4.4. A refinement of Miranda-Morrison theory. We refine Theorem 4.7 in
order to incorporate the positive sign structures and the action of Ḡ.

As in the previous section, we fix an element (L, λ, θ) of TG . For each σ ∈ OA(L),
we have Lσ⊗R = L⊗R, and hence the fixed positive sign structure θ of L induces
a positive sign structure on Lσ, which is denoted by the same symbol θ, and let
−θ denote the other positive sign structure of Lσ. Recall that Sign = {±1}. The
surjectivity of the map OA(L)→ T ′

G/∼ defined in the previous section implies that
the mapping

(σ, ε) 7→ (Lσ, λσ, εθ)

induces a surjective map

OA(L)× Sign→ TG/∼Ḡ.

Definition 4.10. We define a homomorphism

Ψp : O(DL⊗Zp , qL⊗Zp)→ Γp/Σ
♯(L⊗ Zp)

by g 7→ (det(g̃), spin(g̃)) mod Σ♯(L ⊗ Zp), where g̃ ∈ O(L ⊗ Zp) is an isometry
that induces g on (DL⊗Zp , qL⊗Zp). (Since the natural homomorphism O(L⊗Zp)→
O(DL⊗Zp , qL⊗Zp) is surjective (see Proposition 2.6), we can always find a lift g̃ of



MODULI OF ELLIPTIC K3 SURFACES 21

g, and by the definition of Σ♯(L ⊗ Zp), we see that Ψp(g) does not depend on the
choice of the lift g̃.)

Since O(DL, qL) is a product of O(DL⊗Zp , qL⊗Zp), all of which is trivial except
for p dividing |disc(L)| = |DG |, we obtain a homomorphism

ΨA : O(DL, qL)→ ΓA/Σ
♯
A(L).

Definition 4.11. Let Ḡλ denote the subgroup of O(DL, qL) corresponding to the

given subgroup Ḡ ⊂ O(DG , qG) by the fixed isomorphism λ : (DG , qG)
∼−→ (DL, qL):

Ḡλ := { λ−1 · g · λ ∈ O(DL, qL) | g ∈ Ḡ }.

We then define Σ(L, Ḡλ) to be the subgroup of ΓA containing Σ♯A(L) such that

(4.1) ΨA(Ḡ
λ) = Σ(L, Ḡλ)/Σ♯A(L)

holds; that is,

Σ(L, Ḡλ) :=

{
γ ∈ ΓA

∣∣∣∣ there exists an element σ ∈ OA,0(L) such that
qσ|L ∈ Ḡλ and that (det(σ), spin(σ)) = γ

}
.

We have a natural homomorphism ΓQ → Sign that maps (d, s) to the sign of ds,
where d ∈ Det and s ∈ Q×/(Q×)2. We then define an embedding

ΓQ ↪→ ΓA × Sign

by the product of the natural embedding ΓQ ↪→ ΓA and the above homomorphism
ΓQ → Sign, and denote by Γ∼

Q the image of ΓQ in ΓA × Sign.
The main result of this subsection is as follows:

Theorem 4.12. Let (σ, ε) and (τ , η) be elements of OA(L)× Sign. Then we have
(Lσ, λσ, ε) ∼Ḡ (Lτ , λτ , η) if and only if

(4.2) (det(σ), spin(σ), ε) ≡ (det(τ ), spin(τ ), η) mod Γ∼
Q · (Σ(L, Ḡλ)× {1})

holds in ΓA × Sign.

Proof. The proof is parallel to that of Theorem 4.7 in [14, Chapter VIII]. Suppose
that (Lσ, λσ, ε) ∼Ḡ (Lτ , λτ , η) holds. Then there exist an element g ∈ Ḡλ and an

isometry ϕ : Lσ
∼−→ Lτ of even Z-lattices such that the diagram

(4.3)

(DL, qL)
g−→ (DL, qL)

qσ|L ↓ ↓ qτ |L
(DLσ , qLσ ) −→

qϕ
(DLτ , qLτ )

commutes, and that

(4.4) ε · det(ϕ⊗ R) · spin(ϕ⊗ R) = η

holds by Proposition 4.2. (Note that we have spin(ϕ ⊗ R) ∈ R×/(R×)2 = {±1}.)
We have an element g̃ ∈ OA,0(L) that induces g on (DL, qL) by the surjectivity
of OA,0(L) → O(DL, qL) (see Proposition 4.3). Then the product g̃ · τ · ϕ−1 · σ−1

belongs to OA,0(L), and it induces an identity on (DL, qL) by the commutativity
of (4.3). Hence we have

( det(σ · ϕ · τ−1), spin(σ · ϕ · τ−1) ) mod Σ♯A(L) = ΨA(g).

In particular, we have

(det(σ), spin(σ)) · (det(τ ), spin(τ ))−1 · (det(ϕ), spin(ϕ)) ∈ Σ(L, Ḡλ).
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Note that (det(ϕ), spin(ϕ)) ∈ ΓQ, and that (4.4) implies that (det(ϕ), spin(ϕ), ε−1η)
belongs to Γ∼

Q . Hence (4.2) holds.

Conversely, suppose that (4.2) holds. By the definition of Σ(L, Ḡλ) and the
surjectivity of O(L ⊗ Q) → ΓQ (see Proposition 4.6), we obtain g̃ ∈ OA,0(L) and
ξ ∈ O(L⊗Q) such that

(i) the automorphism g of (DL, qL) induced by g̃ belongs to Ḡλ,
(ii) (det(g̃), spin(g̃)) · (det(τ ), spin(τ )) = (det(σ), spin(σ)) · (det(ξ), spin(ξ)) holds

in ΓA, and
(iii) ε · det(ξ ⊗ R) · spin(ξ ⊗ R) = η.

We put
ψ′ := ξ−1 · σ−1 · g̃ · τ ∈ OA(L).

Note that we have Lσξψ
′
= Lτ . Since we have (det(ψ′), spin(ψ′)) = (1, 1) by

property (ii) above, Theorem 4.8 implies that there exists an element ψ ∈ O(L⊗Q)
such that (det(ψ), spin(ψ)) = (1, 1), that Lσξψ = Lτ , and that the isomorphism
from (DLσξ , qLσξ) to (DLτ , qLτ ) induced by ψ is equal to

qψ′ |Lσξ = (qξ|Lσ )−1 · (qσ|L)−1 · g · (qτ |L).
We put

ϕ := ξ · ψ,
which belongs to O(L ⊗ Q). Then the diagram (4.3) commutes. Moreover, since
(det(ψ), spin(ψ)) = (1, 1), we have ε · det(ϕ⊗R) · spin(ϕ⊗R) = η by property (iii)
above. Therefore we obtain (Lσ, λσ, ε) ∼Ḡ (Lτ , λτ , η). □

Therefore the set TG/∼Ḡ can be equipped with a structure of abelian group:

(4.5) TG/∼Ḡ = (ΓA × Sign) / (Γ∼
Q · (Σ(L, Ḡλ)× {1})).

Let P (d) = {p1, . . . , pm} denote the set of primes that divide

d := |DG | = |DL| = |disc(L)|.
We put

Γd :=
∏

p∈P (d)

Γp, ΓA,d :=

 ∏
p/∈P (d)

Γp,0

 × Γd.

We show that the abelian group TG/∼Ḡ is isomorphic to a quotient of Γd × Sign,
and present a set of generators of the kernel K of the quotient homomorphism
Γd × Sign→ TG/∼Ḡ. Note that the finite abelian group Γd × Sign is 2-elementary,
and hence the computation below can be carried out by linear algebra over F2.

Lemma 4.13. We have ΓA × Sign = (ΓA,d × Sign) · Γ∼
Q .

Proof. This follows from ΓA,0 ⊂ ΓA,d and ΓA = ΓA,0 · ΓQ (see Lemma 4.1 in [14,
Chapter VIII]). □

By this lemma, we have an exact sequence

0 → (ΓA,d × Sign) ∩ Γ∼
Q → ΓA,d × Sign → (ΓA × Sign)/Γ∼

Q → 0.

By the definition (4.1) of Σ(L, Ḡλ) and Proposition 4.5, we see that Σ(L, Ḡλ) is
contained in ΓA,d. Hence the finite abelian group TG/∼Ḡ is isomorphic to the
cokernel of

(ΓA,d × Sign) ∩ Γ∼
Q ↪→ ΓA,d × Sign →→ ( ΓA,d /Σ(L, Ḡ

λ) )× Sign.
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Recall that Ḡλ is a subgroup of

(4.6) O(DL, qL) =
∏

p∈P (d)

O(DL⊗Zp , qL⊗Zp).

Suppose that Ḡλ is generated by g1, . . . , gk. Let p be a prime in P (d). We denote
by gi[p] the p-component of gi ∈ Ḡλ under the direct-sum decomposition (4.6). We
then choose an isometry

gi[p]
∼ ∈ O(L⊗ Zp)

that induces gi[p] on (DL⊗Zp , qL⊗Zp). Then Ψp(gi) ∈ Γp/Σ
♯(L⊗Zp) is represented

by (det(gi[p]
∼), spin(gi[p]

∼)) ∈ Γp. We put

γ(gi) :=
(
(det(gi[p]

∼), spin(gi[p]
∼)) | p ∈ P (d)

)
∈ Γd.

Remark that γ(gi) does depend on the choice of the lifts gi[p]
∼ of gi[p], but that

γ(gi) modulo
∏
p∈P (d) Σ

♯(L⊗Zp) is uniquely determined by gi. By Proposition 4.5,

the projection ΓA,d → Γd induces an isomorphism from ΓA,d /Σ(L, Ḡ
λ) to the group

Γd / ⟨ Σ♯(L⊗ Zp1), . . . ,Σ♯(L⊗ Zpm), γ(g1), . . . , γ(gk) ⟩.

On the other hand, the group (ΓA,d × Sign) ∩ Γ∼
Q is generated by the following

2 + |P (d)| elements of Γ∼
Q ⊂ Det× (Q×/(Q×)2)× Sign:

(−1, 1,−1), (1,−1,−1), and (1, pj , 1) for pj ∈ P (d).

We put S(d) := {pν11 · · · pνmm | νj = 0 or 1 for j = 1, . . . ,m}. The image of (ε, ηs, εη) ∈
(ΓA,d × Sign) ∩ Γ∼

Q , where ε ∈ Det, η ∈ Sign, and s ∈ S(d), by the projection
ΓA,d × Sign→ Γd × Sign is

β(ε, ηs, εη) :=
(
( ε, ηs mod (Q×

pj )
2 ) | pj ∈ P (d)), εη

)
.

Hence we obtain the following:

Proposition 4.14. The finite abelian group TG/∼Ḡ is isomorphic to (Γd×Sign)/K,
where K is generated by the following subgroups and elements of Γd × Sign:

(i) Σ♯(L⊗ Zpj )× {1} for pj ∈ P (d),
(ii) (γ(gi), 1), where Ḡ

λ is generated by g1, . . . , gk, and
(iii) β(−1, 1,−1), β(1,−1,−1), and β(1, pj , 1) for pj ∈ P (d).

The groups Σ♯(L⊗Zp) for p ∈ P (d) have been calculated in terms of rank(L⊗Zp),
disc(L⊗Zp), and (DL⊗Zp , qL⊗Zp) in [16] and [14, Chapter VII]. The computation of
β(ε, ηs, εη) can be carried out by an elementary number theory. Therefore, in order
to make an algorithm to calculate TG/∼Ḡ, it is enough to write a sub-algorithm to
calculate γ(g) for an arbitrary element g ∈ O(DL, qL). For p ∈ P (d), the p-part
g[p] ∈ O(DL⊗Zp , qL⊗Zp) of g is easily calculated, because DL⊗Zp is the p-part of
the finite abelian group DL. An algorithm to find a lift g[p]∼ ∈ O(L⊗ Zp) and to
calculate its value by (det, spin) is presented in the next section.

Remark 4.15. Let K ′ denote the subgroup of Γd×Sign generated by the subgroups
in (i) and the elements in (iii) of Proposition 4.14. If dimF2(Γd × Sign)/K ′ = 0,
then TG/∼Ḡ is obviously trivial, and we do not have to calculate Ψp(g[p]). We
have dimF2(Γd × Sign)/K ′ > 0 for 319 algebraic equivalence classes of connected
components. See Section 6.2 for some cases where K ̸= K ′.
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Remark 4.16. The cokernel of the natural F2-linear homomorphism

K ↪→ Γd × Sign
pr1−−→ Γd

calculates the set of connected components modulo complex conjugation. By this
method, we can show that the two connected components of the moduli of each
type (Φ, A) in Corollary 1.5 are complex conjugate to each other.

5. Computation of the homomorphism Ψp

Throughout this section, we fix a prime p, a non-degenerate p-adic finite qua-
dratic form (D, q), and an automorphism g ∈ O(D, q). We assume the following:

Assumption 5.1. The finite quadratic form (D, q) is isomorphic to the discrimi-
nant form of an even Zp-lattice L of rank r and discriminant d. (By Proposition 2.5,
this even Zp-lattice L is unique up to isomorphism.)

Our goal is to construct an algorithm to calculate an element of Γp that represents
Ψp(g) ∈ Γp/Σ

♯(L); that is, an algorithm that finds an isometry g̃ ∈ O(L) inducing
g on (D, q), and then calculates (det(g̃), spin(g̃)) ∈ Γp. Let b : D×D → Q/Z denote
the bilinear form associated with (D, q). We put

ℓ := leng(D),

and suppose that

D ∼= Z/pν1Z× · · · × Z/pνℓZ.
We fix generators ε1, . . . , εℓ of D such that εj generates the jth factor Z/pνjZ of
D. We denote by Mℓ(R) the R-module of ℓ × ℓ matrices with components in R,
where R is Z,Q,Zp,Qp,Fp, or the localization Z(p) of Z at the prime ideal (p). A
matrix in Mℓ(R) is said to be even symmetric if it is symmetric and its diagonal
components are in 2R. We denote by ∆(R) the submodule of Mℓ(R) consisting of
even symmetric matrices. Note that, if A ∈ ∆(R) and B ∈ Mℓ(R), then we have
B ·A · tB ∈ ∆(R), where tB is the transpose of B.

Then the quadratic form q on D is expressed by

Fq mod ∆(Z),

where Fq is a symmetric matrix in Mℓ(Q) whose (i, j)-component represents

q(εi) ∈ Q/2Z if i = j, b(εi, εj) ∈ Q/Z if i ̸= j.

Since q is non-degenerate, we have detFq ̸= 0.
We denote by ND(R) the submodule of Mℓ(R) consisting of matrices whose

components in the jth column are divisible by pνj . The given automorphism v 7→ vg

of the finite abelian group D is expressed by

T0 mod ND(Z),

where T0 is an element of Mℓ(Z) whose (i, j)-components tij satisfy

εgi =

ℓ∑
j=1

tijεj .

Since g preserves q, we have

(5.1) T0 · Fq · tT0 ≡ Fq mod ∆(Z).
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Since g−1 ∈ O(D, q) exists, there exists a matrix T
(−1)
0 ∈ Mℓ(Z) such that

T0 · T (−1)
0 ≡ Iℓ mod ND(Z).

In particular, the matrix T0 mod p ∈ Mℓ(Fp) is invertible.
Therefore, the algorithm we are going to construct is specified as follows:

Input (1) A sequence [pν1 , . . . , pνℓ ] that describes the order of each element in a
minimal set of generators ε1, . . . , εℓ of D.

(2) A symmetric matrix Fq ∈ Mℓ(Q) that represents q with respect to
ε1, . . . , εℓ.

(3) A matrix T0 ∈ Mℓ(Z) that represents the automorphism g ∈ O(D, q)
with respect to ε1, . . . , εℓ.

Output An element (det(g̃), spin(g̃)) of Γp that represents Ψp(g).

5.1. Step 1. By the normal form theorem (Proposition 2.3) of non-degenerate p-
adic finite quadratic forms, there exists an algorithm to calculate an automorphism
v 7→ vh ofD represented byH mod ND(Z) such thatH ·Fq ·tH is equivalent modulo
∆(Z) to a matrix F ′ ∈ Mℓ(Q) in normal form; that is, F ′ is a block-diagonal matrix
with diagonal components being matrices that appear in Table 2.1. We replace the
basis ε1, . . . , εℓ of D with the new basis, and assume that Fq is in normal form.

Accordingly, we replace the matrix T0 representing g ∈ O(D, q) by H T0H
(−1),

where H(−1) ∈ Mℓ(Z) is a matrix such that H(−1) mod ND(Z) represents h−1.

5.2. Step 2. We put

M := F−1
q ∈ Mℓ(Q).

Looking at Table 2.1, we see that

(5.2) M ∈ ∆(Z(p)) and M ≡ O mod p,

where O is the zero matrix. Let Λ be an even Zp-lattice of rank ℓ with a fixed
basis e1, . . . , eℓ whose Gram matrix is M . Then the discriminant form of Λ is
isomorphic to (D, q). Recall from Assumption 5.1 that L is an even Zp-lattice of
rank r, discriminant d, and with (DL, qL) ∼= (D, q). By the normal form theorem
of even Zp-lattices (Proposition 2.4), we obtain the following.

• Suppose that r > ℓ. Then there exists an even unimodular Zp-lattice
Λ0 such that L is isomorphic to the orthogonal direct-sum Λ0 ⊕ Λ. (In
particular, if p = 2, we have r ≡ ℓ mod 2.)
• Suppose that r = ℓ and p is odd. Then L is isomorphic to Λ.
• Suppose that r = ℓ and p = 2. Suppose that L is not isomorphic to Λ.
Then at least one of the matrices on the diagonal of Fq is of the form [ε/2],
where ε ∈ {1, 3}. We replace one of such components with [5ε/2], and re-
calculate M := F−1

q . (This change does not affect the class of Fq modulo
∆(Z) and preserves the property (5.2).) Then L is isomorphic to Λ.

Thus we obtain an even Zp-lattice Λ of rank ℓ with the following properties.

(i) The Zp-lattice Λ is an orthogonal direct summand of L.
(ii) The Gram matrix M of Λ with respect to a basis e1, . . . , eℓ satisfies the prop-

erty (5.2), andM−1 mod ∆(Z) expresses (D, q). More precisely, let e∨1 , . . . , e
∨
ℓ

denote the basis of Λ∨ dual to e1, . . . , eℓ. Then the homomorphism Λ∨ → D
given by e∨i 7→ εi induces an isomorphism (DΛ, qΛ)

∼−→ (D, q).
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We have a surjective homomorphism O(Λ) → O(D, q) by Proposition 2.6. By

property (i) of Λ, every isometry h̃Λ of Λ can be extended to an isometry h̃L of

L by letting it act on the orthogonal complement Λ⊥ ⊂ L trivially. Note that h̃Λ
and h̃L induce the same automorphism on (D, q), and their (det, spin)-values are
equal. Therefore it suffices to find an element g̃Λ ∈ O(Λ) that induces the given
automorphism g of (D, q), and then to calculate (det(g̃Λ), spin(g̃Λ)).

5.3. Step 3. Our next task is to find a sequence T̃ν (ν = 0, 1, . . . ) of matrices in

Mℓ(Z(p)) converging to a matrix T̃ ∈ Mℓ(Zp) that represents with respect to the
basis e1, . . . , eℓ of Λ an isometry g̃ ∈ O(Λ) inducing g ∈ O(D, q).

Lemma 5.2. We have

ND(Zp) = { YM | Y ∈ Mℓ(Zp) }.

Proof. Let v = (pν1a1, . . . , p
νℓaℓ) be a row vector of a matrix belonging to ND(Zp).

Since pνiεi = 0 holds for i = 1, . . . , ℓ, the mapping x 7→ vFq
tx expresses the

homomorphism D → Qp/Zp given by x 7→ b(0, x). Therefore vFq = vM−1 has
components in Zp. Conversely, note that the i-th row vector (mi1, . . . ,miℓ) of M
is a vector representation of ei ∈ Λ with respect to the dual basis e∨1 , . . . , e

∨
ℓ of

Λ∨. Therefore mi1ε1 + · · ·+miℓεℓ = 0 holds in D, and hence mijεj = 0 holds for
j = 1, . . . , ℓ. In particular, we have M ∈ ND(Zp). □

The Gram matrix of Λ∨ with respect to the basis e∨1 , . . . , e
∨
ℓ isM−1 = Fq. Recall

that T0 ∈ Mℓ(Z) is a matrix such that T0 mod ND(Z) represents g ∈ O(D, q).

Lemma 5.3. For T̃ ∈ Mℓ(Qp), the following conditions are equivalent.

(i) The matrix T̃ represents with respect to the basis e1, . . . , eℓ of Λ an isometry
g̃ ∈ O(Λ) that induces g ∈ O(D, q).

(ii) We put

T :=M−1T̃M.

Then (T − T0)M−1 ∈ Mℓ(Zp) and T ·M−1 · tT =M−1 hold.

Proof. Suppose that T̃ satisfies condition (i). The isometry g̃ induces an isometry

of Λ∨, and T =M−1T̃M is the matrix representation of this isometry with respect
to e∨1 , . . . , e

∨
ℓ . Hence we have T ·M−1 · tT =M−1. Since T induces g on D and the

identification D = Λ∨/Λ is given by e∨i 7→ εi, we have

T ≡ T0 mod ND(Zp).
By Lemma 5.2, we have (T − T0)M−1 ∈ Mℓ(Zp).

Conversely, suppose that T̃ satisfies condition (ii). Then T̃ = MTM−1 satisfies

T̃ · M · tT̃ = M . We show that T̃ has components in Zp. As was seen above,

T0 mod p ∈ Mℓ(Fp) is invertible, and hence we have tT−1
0 ∈ Mℓ(Zp). Since g

preserves q and M−1 is equal to Fq, we see from (5.1) that

(5.3) E0 := T0 ·M−1 · tT0 −M−1 ∈ ∆(Z(p)) ⊂ ∆(Zp).
In particular, we have

MT0M
−1 = (Iℓ +ME0)

tT−1
0 ∈ Mℓ(Zp).

By the assumption, we have T = T0 + YM for some Y ∈ Mℓ(Zp). Therefore

T̃ =MT0M
−1+MY has components in Zp. Hence T̃ is a matrix representation of

an isometry of Λ. Since T = T0 + YM , this isometry induces g on D = Λ∨/Λ. □
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We denote by Mℓ,p the set of square matrices of size ℓ whose components are in
{0, . . . , p − 1} ⊂ Z. By the surjectivity of O(Λ) → O(D, q) and Lemma 5.3, there
exists a sequence Z0, Z1, Z2, . . . of elements of Mℓ,p such that the matrix

T := T0 + YM, where Y := Z0 + pZ1 + p2Z2 + · · · ∈ Mℓ(Zp),

satisfies

T ·M−1 · tT =M−1.

Let Z0, Z1, Z2, . . . be such a sequence. For ν > 0, we put

Yν−1 := Z0 + pZ1 + · · ·+ pν−1Zν−1,

Tν := T0 + Yν−1M.

Since M ≡ O mod p, we have T ≡ Tν ≡ T0 mod p. Then, for ν ≥ 0, we have

(5.4) Tν ·M−1 · tTν =M−1 + pνEν for some Eν ∈ ∆(Z(p)).

Indeed, since Tν = T + pνWM for some W ∈ Mℓ(Zp), we have

Tν ·M−1 · tTν −M−1 = pν(W tTν + Tν
tW + pν W ·M · tW ).

By (5.2), we see that

Eν :=W tTν + Tν
tW + pν W ·M · tW ∈ ∆(Zp).

Since Eν = p−ν(Tν ·M−1 · tTν−M−1) has components in Q, we have Eν ∈ ∆(Z(p)).
We calculate such a sequence Zν (ν = 0, 1, · · · ) inductively on ν. Suppose that

we have obtained Tν ∈ Mℓ(Z(p)) satisfying (5.4) and

(5.5) Tν ≡ T0 mod p.

(By (5.3), we can use the input data T0 for ν = 0.) Our task is to search for
Zν ∈ Mℓ,p such that Tν+1 := Tν + pνZνM satisfies (5.4) with ν replaced by ν + 1.
Since

Tν+1 ·M−1 · tTν+1 −M−1 = pν(Eν + Zν
tTν + Tν

tZν + pν Zν ·M · tZν),

it is enough to find a matrix X ∈ Mℓ,p that satisfies

(5.6)
1

p
(Eν +X tTν + Tν

tX) + pν−1X ·M · tX ∈ ∆(Z(p)).

5.3.1. Suppose that p > 2. Then every symmetric matrix in Mℓ(Z(p)) is even sym-

metric. Since M ≡ O mod p, we see that pν−1X ·M · tX is a symmetric matrix in
Mℓ(Z(p)) for any X ∈ Mℓ,p even when ν = 0. It is obvious that Eν +X tTν + Tν

tX
is symmetric for any X ∈ Mℓ,p. Therefore, combining this with (5.5), we see that
the condition (5.6) is equivalent to the affine linear equation

(5.7) Eν +X tT0 + T0
tX ≡ O mod p

over Fp. We solve (5.7) and lift a solution in Mℓ(Fp) to Zν ∈ Mℓ,p.
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5.3.2. Suppose that p = 2. We put

hii :=
1

2
( the (i, i)-component of Eν ) mod 2,

fii(X) := the (i, i)-component of X tT0 mod 2,

for i = 1, . . . , ℓ. Note that, since Eν ∈ ∆(Z(2)), the definition of hii ∈ F2 above
makes sense.

Suppose that ν > 0. Then we have 2ν−1 ·X ·M · tX ∈ ∆(Z(2)) for any X ∈ Mℓ,2.
Therefore, by (5.5), we see that the condition (5.6) is equivalent to the affine linear
equation

(5.8)

{
Eν +X tT0 + T0

tX ≡ O mod 2,

hii + fii(X) ≡ 0 mod 2 (i = 1, . . . , ℓ)

over F2. We solve (5.8) and lift a solution in Mℓ(F2) to Zν ∈ Mℓ,2.
Suppose that ν = 0. Then 2−1X ·M · tX is symmetric with components in Z(2),

but some of its diagonal components may fail to be even. Hence we put

gii(X) :=
1

2
( the (i, i)-component of X ·M · tX ) mod 2,

which is a homogeneous quadratic polynomial over F2 of the components of X =
(xij). Note that, since M ≡ O mod 2, the definition of gii(X) makes sense. Recall
that M = F−1

q is block-diagonal with diagonal components

Wµ,ε :=

[
2µ

ε

]
(ε ∈ {1, 3, 5, 7}), Uµ := 2µ

[
0 1
1 0

]
, or Vµ :=

2µ

3

[
2 −1
−1 2

]
,

where µ > 0. Note that the quadratic forms

[x, y] Uµ

[
x
y

]
= 2µ+1xy, [x, y] Vµ

[
x
y

]
=

2µ+1

3
(x2 − xy + y2)

are always divisible by 4 in Z(2). We put

J := { j | the (j, j)-component of M is 2/εj }.

Since εj ≡ 1 mod 2, the quadratic polynomial gii(X) is of the form∑
j∈J

x2ij/εj =
∑
j∈J

x2ij .

Since x2 = x in F2, the equation gii(X) = b over F2 with b ∈ F2 is equivalent to
the affine linear equation ḡii(X) = b, where

ḡii(X) :=
∑
j∈J

xij .

Therefore, by (5.5), we see that the condition (5.6) is equivalent to the affine linear
equation

(5.9)

{
Eν +X tTν + Tν

tX ≡ O mod 2,

hii + fii(X) + ḡii(X) ≡ 0 mod 2 (i = 1, . . . , ℓ)

over F2. We solve (5.9) and lift a solution in Mℓ(F2) to Zν ∈ Mℓ,2.



MODULI OF ELLIPTIC K3 SURFACES 29

Remark 5.4. The fact that the equations (5.7) and (5.8) always have solutions in
Mℓ(Fp) is easily proved from detT0 ̸≡ 0 mod p. For example, when p > 2, the
image of the linear map Mℓ(Fp)→ Mℓ(Fp) given by X 7→ X tT0 + T0

tX is equal to
∆(Fp). The fact that the equation (5.9) is always soluble in Mℓ(F2) is non-trivial;
it is a consequence of the surjectivity of O(Λ)→ O(DΛ, qΛ).

For an element a ∈ Q×
p , let ordp(a) denote the maximal integer n such that

p−na ∈ Zp. We put ordp(0) := ∞. For a matrix M = (mij) with components in
Zp, we put

minordp(M) := the minimum of ordp(mij).

We define minordp(v) for a vector v with components in Zp in the same way. By
the argument above, we have proved the following:

Proposition 5.5. For an arbitrarily large integer ν, we can calculate a matrix
Tν ∈ Mℓ(Z(p)) such that there exists a matrix T ∈ Mℓ(Zp) with the following
properties:

(i) minordp(T − Tν) ≥ ν,
(ii) MTM−1 represents an isometry g̃ of Λ with respect to e1, . . . , eℓ, and
(iii) g̃ induces the given automorphism g on (D, q).

5.4. Step 4. Let Λ and g̃ ∈ O(Λ) be as in Step 3. Let ν be a sufficiently large
integer. We put

V := Λ⊗Qp = Λ∨ ⊗Qp.
In Step 3, we have calculated a matrix

aT := Tν ∈ Mℓ(Z(p))

that is approximate to the matrix T ∈ Mℓ(Zp) representing g̃ ∈ O(V ) with respect
to the basis e∨1 , . . . , e

∨
ℓ of V . The approximate accuracy minordp(T − aT ) of aT

satisfies

minordp(T − aT ) ≥ ν.
In order to calculate (det(g̃), spin(g̃)), we present an algorithm to decompose g̃
into a product of reflections in O(V ) using only the computed matrix aT . This
algorithm works when ν is sufficiently large.

Remark 5.6. It is possible to state explicitly how large ν should be for the algo-
rithm to work. However, the result would be complicated, and, for most practical
applications, the theoretical bound seems to be unnecessarily large. Therefore we
present an algorithm of the style that, if it fails to continue at some point because
ν is not large enough, it quits, goes back to Step 3, re-calculate an approximate
matrix aT with higher accuracy ν, and re-start the algorithm from the beginning.
If this algorithm reaches the end, the result (det(g̃), spin(g̃)) is correct.

Note that the Gram matrixM−1 of V with respect to e∨1 , . . . , e
∨
ℓ has components

in Q. Hence we can find an orthogonal basis f1, . . . , fℓ of V by the Gram-Schmidt
orthogonalization in Q; that is, we can calculate an invertible matrix S ∈ Mℓ(Q)
of basis transformation such that the new Gram matrix

MV := S ·M−1 · tS

with respect to the new basis f1, . . . , fℓ is diagonal. We replace T and aT by S T S−1

and S aT S−1, respectively, so that T represents g̃ with respect to f1, . . . , fℓ. The
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lower bound ν of the approximate accuracy minordp(T − aT ) is replaced by

ν +min(0,minordp(S)) + min(0,minordp(S
−1)).

(See Lemma 5.7 below.)
To simplify the notation, we fix this orthogonal basis f1, . . . , fℓ of V in the rest

of this section. We identify vectors in V with row vectors in Qℓp, and linear trans-
formations of V with matrices in Mℓ(Qp). In particular, if A ∈ Mℓ(Qp) represents
a ∈ O(V ), we write vA instead of va for v ∈ V . For v ∈ Qℓp and A ∈ Mℓ(Qp), we
use the notation av ∈ Qℓ and aA ∈ Mℓ(Q) to denote computed objects that we
intend to be approximate values of v and A, respectively.

For k with 0 ≤ k ≤ ℓ, let ⟨f1, . . . , fk⟩ denote the subspace of V generated by
f1, . . . , fk. Then the orthogonal complement of ⟨f1, . . . , fk⟩ in V is ⟨fk+1, . . . , fℓ⟩.
We put

γi := ordp(⟨fi, fi⟩), γ := minordp(MV ) = min(γ1, . . . , γℓ).

The following lemma is easy to prove, and will be used frequently.

Lemma 5.7. (1) Let A,B be matrices in Mℓ(Qp), and suppose that aA, aB ∈ Mℓ(Q)
satisfy

minordp(A− aA) ≥ α, minordp(B − aB) ≥ β.
Then we have

minordp(AB − aAaB) ≥ min( minordp(
aA) + β, α+minordp(

aB), α+ β ).

(2) For any u, v ∈ Qℓp, we have

ordp(⟨u, v⟩) ≥ γ +minordp(u) + minordp(v).

We also put

δ :=

{
1 if p = 2,

0 if p > 2.

The following lemma is also easy to prove.

Lemma 5.8. Let a and b be elements of the multiplicative group Q×
p .

(1) If ordp(a) + δ < ordp(b− a), then we have ordp(a+ b) = ordp(a) + δ.
(2) We have a ≡ b mod (Q×

p )
2 if ordp(1− a/b) ≥ 1 + 2δ.

Our algorithm proceeds as follows. We start from

T (0) := T, aT (0) := aT, ν0 := ν, i(0) := 0.

By the induction on k up to k = ℓ, we compute a matrix aT (k) ∈ Mℓ(Q), an integer
νk, and a sequence arj of vectors in Qℓ for j = i(k − 1) + 1, . . . , i(k) with the
following properties:

(P1) For j with i(k − 1) < j ≤ i(k), we have ⟨arj , arj⟩ ̸= 0. In particular, we have
the reflection τ(arj) ∈ O(V ).

(P2) The vector arj is approximate to a vector rj ∈ ⟨f1, . . . , fk⟩ ⊂ Qℓp with accuracy

high enough to ensure that ⟨rj , rj⟩ ̸= 0 and ⟨rj , rj⟩ ≡ ⟨arj , arj⟩ mod (Q×
p )

2

holds in the multiplicative group Q×
p . In particular, we have the reflection

τ(rj) ∈ O(V ).
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(P3) The isometry

T (k) := T (0)τ(r1) · · · τ(ri(k)) = T (k−1)τ(ri(k−1)+1) · · · τ(ri(k))

preserves the subspace ⟨f1, . . . , fk⟩ of V , and acts trivially on ⟨f1, . . . , fk⟩.
(P4) The matrix

aT (k) := aT (0)τ(ar1) · · · τ(ari(k)) = aT (k−1)τ(ari(k−1)+1) · · · τ(ari(k)).

is approximate to T (k), and we have minordp(T
(k) − aT (k)) ≥ νk.

Suppose that we reach k = ℓ. Then T (ℓ) is the identity matrix by property (3), and
hence we have

T = τ(ri(ℓ)) · · · τ(r1).
Therefore we have det(T ) = (−1)i(ℓ) and

spin(T ) = Q(ri(ℓ)) · · ·Q(r1) mod (Q×
p )

2 = Q(ari(ℓ)) · · ·Q(ar1) mod (Q×
p )

2,

where the second equality follows from property (2). Since ar1, . . . , ari(ℓ) are com-
puted, (det(g̃), spin(g̃)) is also computed.

Suppose that we have calculated aT (k−1), νk−1 and ar1, . . . , ari(k−1). Recall that

fk is the vector (0, . . . , 1, . . . , 0) ∈ Qℓ, where 1 is at the kth position. We put

gk := fk T
(k−1), agk := fk

aT (k−1).

By the induction hypothesis, the isometry T (k−1) of V preserves the subspace
⟨f1, . . . , fk−1⟩, and hence preserves ⟨f1, . . . , fk−1⟩⊥ = ⟨fk, . . . , fℓ⟩. Therefore we
have gk ∈ ⟨fk, . . . , fℓ⟩. Since T (k−1) is an isometry, we have

(5.10) ⟨gk, gk⟩ = ⟨fk, fk⟩,

and hence we have ordp(⟨gk, gk⟩) = ordp(⟨fk, fk⟩) = γk. We estimate the approxi-
mation error ⟨gk, gk⟩ − ⟨agk, agk⟩. For this purpose, we put

λk := minordp(agk), ρ := min( δ + νk−1 + γ + λk, 2νk−1 + γ ).

By property (4) for νk−1, we have a matrix A ∈ Mℓ(Zp) such that T (k−1) =
aT (k−1) + pνk−1A. Hence we have a vector v ∈ Zℓp such that

gk = agk + pνk−1v.

Therefore we have

⟨gk, gk⟩ − ⟨agk, agk⟩ = 2⟨agk, pνk−1v⟩+ ⟨ pνk−1v, pνk−1v⟩.

From ordp(⟨agk, pνk−1v⟩) ≥ λk + γ + νk−1 and ordp(⟨ pνk−1v, pνk−1v⟩) ≥ 2νk−1 + γ,
we obtain

ordp( ⟨gk, gk⟩ − ⟨agk, agk⟩ ) ≥ ρ.
If ρ ≤ γk + δ, then we quit and go to the re-calculation process (Remark 5.6).
Suppose that ρ > γk + δ. Then, by Lemma 5.8, we have

(5.11) ordp( ⟨gk, gk⟩+ ⟨agk, agk⟩ ) = γk + δ.

We put

b+ := fk + gk,
ab+ := fk + agk, b− := fk − gk, ab− := fk − agk.

We have

⟨ab+, ab+⟩+ ⟨ab−, ab−⟩ = 2(⟨fk, fk⟩+ ⟨agk, agk⟩).
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By (5.10) and (5.11), we see that the ordp of at least one of ⟨ab+, ab+⟩ or ⟨ab−, ab−⟩
is ≤ γk+2δ. If ordp(⟨ab−, ab−⟩) ≤ γk+2δ, we put b := b− and ab := ab−; otherwise,
we put b := b+ and ab := ab+. Note that we have b ∈ ⟨fk, . . . , fℓ⟩. Then we have

b = ab+ pνk−1w,

where w = ±v ∈ Zℓp. In order to estimate ⟨b, b⟩ − ⟨ab, ab⟩, we put

σ := min( δ + νk−1 + γ, δ + νk−1 + γ + λk, 2νk−1 + γ ).

Since

⟨b, b⟩ − ⟨ab, ab⟩ = 2⟨fk, pνk−1w⟩ ± 2⟨agk, pνk−1w⟩+ ⟨ pνk−1w, pνk−1w⟩,
we have

ordp( ⟨b, b⟩ − ⟨ab, ab⟩ ) ≥ σ.
We then put

κ := σ − (γk + 2δ).

Since ordp(⟨ab, ab⟩) ≤ γk + 2δ, we see that

⟨b, b⟩ = ⟨ab, ab⟩(1 + pκc) for some c ∈ Zp.
If κ < 1 + 2δ, then we quit and go to the re-calculation process (Remark 5.6).
Suppose that κ ≥ 1 + 2δ. Then, by Lemma 5.8, we have

⟨b, b⟩ ≡ ⟨ab, ab⟩ mod (Q×
p )

2.

When b = b−, we put

i(k) := i(k − 1) + 1, ri(k−1)+1 := b, ari(k−1)+1 := ab,

so that
T (k) = T (k−1)τ(b), aT (k) = aT (k−1)τ(ab).

When b = b+, we put

i(k) := i(k−1)+2, ri(k−1)+1 := b, ari(k−1)+1 := ab, ri(k−1)+2 := ari(k−1)+2 := fk,

so that
T (k) = T (k−1)τ(b)τ(fk),

aT (k) = aT (k−1)τ(ab)τ(fk).

By construction, we have fk T
(k) = fk. Using the induction hypothesis on T (k−1),

we can easily verify that T (k) preserves ⟨f1, . . . , fk⟩ and acts on ⟨f1, . . . , fk⟩ trivially.
Thus the constructed data satisfies the properties (P1), (P2), (P3).

It remains to give a lower bound νk of minordp(T
(k)− aT (k)). First we calculate

minordp(τ(b)− τ(ab)). For x ∈ Qℓp, we have

x · (τ(b)− τ(ab)) = 2

⟨b, b⟩
ϕ(x),

where

ϕ(x) = (1 + pκc) ⟨ab, x⟩ ab− ⟨ab+ pνk−1w, x⟩ (ab+ pνk−1w)

= pκc ⟨ab, x⟩ ab− ⟨ pνk−1w, x⟩ ab− ⟨ab, x⟩ pνk−1w − ⟨ pνk−1w, x⟩ pνk−1w.

Since minordp(fk) = 0, we have minordp(
ab) ≥ λ̄k := min(0, λk). Hence, whenever

minordp(x) ≥ 0, we have

minordp(ϕ(x)) ≥ θ := min( κ+ 2λ̄k + γ, νk−1 + γ + λ̄k, 2νk−1 + γ ).

Combining this with ordp(⟨b, b⟩) ≤ γk + 2δ, we see that

(5.12) minordp(τ(b)− τ(ab)) ≥ δ + θ − (γk + 2δ) = θ − γk − δ.
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We put

λ := minordp(
aT (k−1)), α := minordp(τ(

ab)), β := minordp(τ(fk)),

and

ν′ := min( νk−1 + α, λ+ θ − γk − δ, νk−1 + θ − γk − δ ).
By Lemma 5.7 and (5.12), we see that

minordp(T
(k−1)τ(b)− aT (k−1)τ(ab) ) ≥ ν′.

Therefore, in the case where b = b−, we put νk := ν′. In the case where b = b+, we
have

minordp(T
(k−1)τ(b)τ(fk)− aT (k−1)τ(ab)τ(fk) ) ≥ ν′ + β,

and hence we put νk := ν′ + β.
The values of γk, γ and β do not depend on the initial approximate accuracy

ν0 = ν. The values of λk, λ and α stabilize to constants when ν goes to infinity.
Suppose that νk−1/ν converges to 1 when ν goes to infinity. By definitions, we see
that σ/νk−1, κ/νk−1 and θ/νk−1 also converge to 1, and hence νk/ν converges to
1. Therefore, if ν is large enough, this algorithm reaches k = ℓ.

6. Examples

6.1. Algebraically distinguished connected components. Let (X, f, s) be an
elliptic K3 surface. We use the notation Af , Uf , L(Φf ), and M(Φf ) defined in
Introduction. Since we can perturb (X, f, s) to an elliptic K3 surface (X ′, f ′, s′)
in such a way that Af ′ ∼= Af and SX′ ∼= Uf ⊕ M(Φf ), we see that, for each
torsion section τ ∈ Af , the class [τ ] ∈ H2(X,Z) of the curve τ(P1) is contained in
Uf ⊕M(Φf ). In this subsection, we present a method to calculate these classes [τ ].

We denote by vf ∈ Uf the class of a fiber of f . Let P ∈ P1 be a point such
that f−1(P ) is reducible. Suppose that the reduced part of f−1(P ) consists of ρ+1
smooth rational curves. A smooth rational curve Θ in f−1(P ) is said to be a simple
component of f−1(P ) if the divisor f−1(P ) of X is reduced at a general point of Θ.
If a section of f intersects f−1(P ) at a point of Θ, then Θ is a simple component.
Let Θ0 be a simple component of f−1(P ), and let Θ1, . . . ,Θρ be the other smooth
rational curves in f−1(P ). Let θν be the class of Θν for ν = 0, . . . , ρ. Then θ1, . . . , θρ
span a root sublattice L(P ) in Uf ⊕L(Φf ), and θ1, . . . , θρ form a fundamental root
system of L(P ). Moreover, vf is orthogonal to L(P ), and θ0 ∈ Zvf ⊕ L(P ).

Proposition 6.1. Let {P1, . . . , PN} be the set of points Pi ∈ P1 such that f−1(Pi)
is reducible. A vector u ∈ Uf ⊕M(Φf ) is the class [τ ] of a torsion section τ ∈ Af
if and only if u satisfies the following:

(i) ⟨u, u⟩ = −2 and ⟨u, vf ⟩ = 1.

(ii) For each i = 1, . . . , N , there exists a simple component Θ
(i)
0 of f−1(Pi) such

that ⟨u,Θ(i)
0 ⟩ = 1, and that ⟨u,Θ(i)

ν ⟩ = 0 holds for all smooth rational curves

Θ
(i)
ν in f−1(Pi) other than Θ

(i)
0 .

For the proof, we need a preparation. Let P ∈ P1, L(P ), Θ0, . . . ,Θρ, and
θ0, . . . , θρ be as above. We have

θ0 = vf −
ρ∑
i=1

mνθν ,
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where mν ∈ Z>0 is the multiplicity of Θν in the divisor f−1(P ). The values of mν

are classically known for all types of singular fibers of elliptic surfaces. (See [11]. See
also [8, Figure 1.8].) The following lemma can be confirmed by explicit computation.

Lemma 6.2. Let θ∨1 , . . . , θ
∨
ρ be the basis of L(P )∨ dual to the fundamental root

system θ1, . . . , θρ of L(P ). Then there exists no index µ > 0 such that mµ = 1 and
θ∨µ ∈ L(P ).

Proof of Proposition 6.1. The necessity of conditions (i) and (ii) is obvious. Sup-
pose that u satisfies (i) and (ii). By condition (i), we see that u is the class of an
effective divisor

H +

N∑
i=0

Γi

on X, where H is a reduced curve mapped isomorphically to P1 by f , and Γi is an
effective divisor whose support is contained in the support of f−1(Pi). It is enough
to show that Γi = 0 for each i. Indeed, if u is the class of a section H, then H must
be a torsion section because u ∈ Uf ⊕M(Φf ).

Let Θ
(i)
1 , . . . ,Θ

(i)
ρ(i) be the smooth rational curves in f−1(Pi) other than the simple

component Θ
(i)
0 given in condition (ii). Since H is a section, there exists an index

µ(i) with 0 ≤ µ(i) ≤ ρ(i) such that

⟨H,Θ(i)
ν ⟩ =

{
1 if ν = µ(i),

0 otherwise.

It suffices to show that µ(i) = 0. Indeed, suppose that µ(i) = 0. Then we have

⟨u,Θ(i)
ν ⟩ = ⟨H,Θ(i)

ν ⟩ = 0 for all ν > 0, and hence ⟨Γi,Θ(i)
ν ⟩ = 0 for all ν > 0. Since

the root lattice L(Pi) spanned by the classes of Θ
(i)
1 , . . . ,Θ

(i)
ρ(i) is non-degenerate,

and [Γi] ∈ Zvf ⊕L(Pi), we see that Γi is a multiple of the divisor f−1(Pi). We put

Γi = ki f
−1(Pi) with ki ∈ Z≥0. Then we have u = [H] + k vf , where k =

∑N
i=1 ki.

From ⟨u, u⟩ = ⟨H,H⟩ = −2 and ⟨H, vf ⟩ = 1, we obtain k = 0.
Now we prove µ(i) = 0. Let θ∨1 , . . . , θ

∨
ρ(i) be the basis of L(Pi)

∨ dual to the

basis [Θ
(i)
1 ], . . . , [Θ

(i)
ρ(i)] of L(Pi). Suppose that µ(i) > 0. By ⟨u,Θ(i)

0 ⟩ = 1 and

⟨H,Θ(i)
0 ⟩ = 0, we have

(6.1) ⟨Γi,Θ(i)
0 ⟩ = 1.

By ⟨u,Θ(i)
µ(i)⟩ = 0 and ⟨H,Θ(i)

µ(i)⟩ = 1, we have

(6.2) ⟨Γi,Θ(i)
µ(i)⟩ = −1.

If ν ̸= 0 and ν ̸= µ(i), then we have ⟨u,Θ(i)
ν ⟩ = ⟨H,Θ(i)

ν ⟩ = 0, and hence we have

(6.3) ⟨Γi,Θ(i)
ν ⟩ = 0.

Let z ∈ L(Pi) be the image of [Γi] ∈ Zvf ⊕L(Pi) by the projection Zvf ⊕L(Pi)→
L(Pi). Then (6.2) and (6.3) imply that z is equal to −θ∨µ(i). In particular, θ∨µ(i)

is in L(Pi). On the other hand, (6.1) implies that the coefficient mµ(i) of [Θ
(i)
0 ] =

vf −
∑
ν mν [Θ

(i)
ν ] is 1, which contradicts Lemma 6.2. □
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Let vs ∈ Uf denote the class of the zero section s. It is easy to make the complete
list of vectors uL of Uf ⊕ L(Φf )∨ that satisfies condition (ii) in Proposition 6.1. If
uL ∈ L(Φf )∨ satisfies condition (ii) in Proposition 6.1 and belongs to Uf ⊕M(Φf ),
then

−⟨uL, uL⟩
2

vf + vs + uL

is the class of a torsion section. The classes of all torsion sections are obtained
in this way. Thus we can calculate the set {[τ ] | τ ∈ Af}, and see how the torsion
sections intersect irreducible components of reducible fibers.

We say that a torsion section τ ∈ Af is narrow at P ∈ P1 if τ and s intersect
the same irreducible component of f−1(P ).

Example 6.3. We consider the extremal elliptic K3 surfaces (X, f, s) of type

(A9 +A5 +A3 +A1, Z/2Z ),

which have two algebraically distinguished connected components that cannot be
distinguished by the transcendental lattices. (See no. 64 of Table I.) Let P (Al) ∈
P1 denote the point such that f−1(Pi) is of type Al. The non-trivial torsion
section of an elliptic K3 surface in one connected components is not narrow at
P (A9), P (A3), P (A1), and narrow at P (A5), whereas the non-trivial torsion sec-
tion of an elliptic K3 surface in the other connected components is not narrow at
P (A9), P (A5), and narrow at P (A3), P (A1).

Example 6.4. We consider the non-extremal elliptic K3 surfaces of type

(A5 +A3 + 6A1, Z/2Z ),

which have three algebraically distinguished connected components. (See no. 91 of
Table II.) These connected components can be distinguished by the narrowness of
the non-trivial torsion section as follows:

A5 A3 A1, A1, A1, A1, A1, A1

narrow not narrow not narrow at all 6 points
not narrow narrow narrow at only one point
not narrow not narrow narrow at exacly 3 points.

6.2. Connected components when G is trivial.

Example 6.5. Consider the combinatorial type

(Φ, A) = (7A2,Z/3Z).

We have |C(Φ, A,Aut(Φ))| = 1. The discriminant form of L(Φ) is isomorphic to
(F3, [4/3])

7, and we have

Aut(Φ) = (Z/2Z)7 ⋊S7.

The set E(Φ, A)/Aut(Φ) consists of only one element [M ], where M corresponds to
the totally isotropic subspace of dimension 1 over F3 generated by (0, 1, 1, 1, 1, 1, 1).
Hence we have

Stab(M) = (Z/2Z)× ((Z/2Z)6 ⋊S6).

The genus G determined by the signature (2, 4) and the discriminant form (DM ,−qM )
consists of only one isomorphism class. We have |C(Φ, A, {id})| = 2, and the two
connected components in C(Φ, A, {id}) are complex conjugate to each other.
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Example 6.6. For the combinatorial type

(Φ, A) = (4A4, {0}),
we have |C(Φ, A,Aut(Φ))| = 1, whereas |C(Φ, A, {id})| = 2, and the two connected
components in C(Φ, A, {id}) are real.

Example 6.7. For the combinatorial type (Φ, A) = (2D4 + 4A2, {0}), we have
|C(Φ, A,Aut(Φ))| = 1, whereas |C(Φ, A, {id})| = 4, and the four connected compo-
nents in C(Φ, A, {id}) are divided into two complex conjugate pairs.

7. Tables

See Introduction for the explanation of the entries of the tables below.

7.1. Table I: Non-connected moduli of extremal elliptic K3 surfaces.

no. Φ A T [r, c]

1 E8 +A9 +A1 [1] [2, 0, 10] [2, 0]

2 E8 +A6 +A3 +A1 [1] [6, 2, 10] [0, 2]

3 E8 + 2A5 [1] [6, 0, 6] [0, 2]

4 E7 + E6 +A5 [1] [6, 0, 6] [0, 2]

5 E7 +D5 +A6 [1] [6, 2, 10] [0, 2]

6 E7 +A11 [1] [4, 0, 6] [0, 2]

7 E7 +A10 +A1 [1] [2, 0, 22] [1, 0]
[6, 2, 8] [0, 2]

8 E7 +A8 +A2 +A1 [1] [6, 0, 18] [1, 2]

9 E7 +A7 +A4 [1] [6, 2, 14] [0, 2]

10 E7 +A7 +A3 +A1 [2] [4, 0, 8] [0, 2]

11 E7 +A6 +A5 [1] [4, 2, 22] [0, 2]

12 E7 +A6 +A4 +A1 [1] [2, 0, 70] [1, 0]
[8, 2, 18] [0, 2]

13 E7 +A5 +A4 +A2 [1] [6, 0, 30] [2, 0]

14 E6 +D5 +A7 [1] [8, 0, 12] [0, 2]

15 E6 +A12 [1] [4, 1, 10] [0, 2]

16 E6 +A11 +A1 [1] [6, 0, 12] [0, 2]

17 E6 +A9 +A2 +A1 [1] [12, 6, 18] [0, 2]

18 E6 +A8 +A4 [1] [12, 3, 12] [1, 2]

19 E6 +A8 +A3 +A1 [1] [12, 0, 18] [1, 2]

20 E6 +A7 +A5 [1] [6, 0, 24] [0, 2]

21 E6 +A6 +A5 +A1 [1] [6, 0, 42] [0, 2]

22 E6 +A6 +A3 +A2 +A1 [1] [6, 0, 84] [1, 0]
[12, 0, 42] [1, 0]

23 E6 +A5 +A4 +A3 [1] [12, 0, 30] [2, 0]

24 D11 +A6 +A1 [1] [6, 2, 10] [0, 2]

25 D9 +D5 +A4 [1] [4, 0, 20] [2, 0]

26 D7 +A6 +A3 +A2 [1] [8, 4, 44] [0, 2]

27 D6 +A9 +A2 +A1 [2] [4, 2, 16] [1, 0]
[6, 0, 10] [1, 0]

28 D6 +A7 +A4 +A1 [2] [6, 2, 14] [0, 2]

29 D6 + 2A6 [1] [14, 0, 14] [0, 2]

30 D5 +A13 [1] [6, 2, 10] [0, 2]

31 D5 +A12 +A1 [1] [2, 0, 52] [1, 0]
[6, 2, 18] [0, 2]

32 D5 +A10 +A2 +A1 [1] [14, 4, 20] [0, 2]

33 D5 +A9 +A4 [1] [10, 0, 20] [1, 2]

34 D5 +A9 +A3 +A1 [2] [8, 4, 12] [0, 2]

(continues)
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(continued)
no. Φ A T [r, c]

35 D5 +A8 +A5 [1] [12, 0, 18] [1, 2]

36 D5 +A8 +A4 +A1 [1] [2, 0, 180] [1, 0]
[18, 0, 20] [1, 0]

37 D5 + 2A6 +A1 [1] [14, 0, 28] [0, 2]

38 D5 +A6 +A5 +A2 [1] [6, 0, 84] [1, 0]
[12, 0, 42] [1, 0]

39 A17 +A1 [1] [4, 2, 10] [0, 2]

40 A16 + 2A1 [1] [2, 0, 34] [1, 0]
[4, 2, 18] [1, 0]

41 A15 +A2 +A1 [1] [10, 2, 10] [0, 2]

42 A14 +A4 [1] [10, 5, 10] [0, 2]

43 A14 +A3 +A1 [1] [10, 0, 12] [0, 2]

44 A14 +A2 + 2A1 [1] [12, 6, 18] [0, 2]

45 A13 +A5 [1] [4, 2, 22] [0, 2]

46 A13 +A4 +A1 [1] [2, 0, 70] [1, 0]
[8, 2, 18] [0, 2]

47 A13 +A3 + 2A1 [2] [6, 2, 10] [0, 2]

48 A12 +A5 +A1 [1] [10, 2, 16] [0, 2]

49 A12 +A4 + 2A1 [1] [2, 0, 130] [1, 0]
[18, 8, 18] [1, 0]

50 A11 +A6 +A1 [1] [4, 0, 42] [0, 2]

51 A11 +A4 +A2 +A1 [1] [12, 0, 30] [0, 4]

52 A11 +A3 +A2 + 2A1 [2] [12, 0, 12] [0, 2]

53 A10 +A7 +A1 [1] [2, 0, 88] [1, 0]
[10, 2, 18] [0, 2]

54 A10 +A6 +A2 [1] [4, 1, 58] [0, 2]

[16, 5, 16] [1, 0]

55 A10 +A6 + 2A1 [1] [12, 2, 26] [0, 2]

56 A10 +A5 +A3 [1] [4, 0, 66] [1, 0]
[12, 0, 22] [1, 0]

57 A10 +A5 +A2 +A1 [1] [6, 0, 66] [1, 0]
[18, 6, 24] [0, 2]

58 A10 +A4 +A3 +A1 [1] [12, 4, 38] [0, 2]
[20, 0, 22] [1, 0]

59 A10 +A4 + 2A2 [1] [6, 3, 84] [1, 0]
[24, 9, 24] [1, 0]

60 2A9 [1] [10, 0, 10] [2, 0]

61 A9 +A8 +A1 [1] [10, 0, 18] [2, 0]

62 A9 +A6 +A2 +A1 [1] [10, 0, 42] [2, 0]

63 A9 +A5 +A4 [1] [10, 0, 30] [1, 2]

64 A9 +A5 +A3 +A1 [2] [10, 0, 12] [1, 0]
[10, 0, 12] [1, 0]

65 A9 + 2A4 +A1 [5] [2, 0, 10] [2, 0]

66 A9 +A4 +A3 + 2A1 [2] [10, 0, 20] [1, 2]

67 2A8 + 2A1 [1] [18, 0, 18] [1, 2]

68 A8 +A7 +A2 +A1 [1] [18, 0, 24] [1, 2]

69 A8 +A6 +A3 +A1 [1] [10, 4, 52] [0, 2]

70 A8 +A6 +A2 + 2A1 [1] [18, 0, 42] [1, 2]

71 A8 +A5 +A4 +A1 [1] [18, 0, 30] [1, 2]

72 A8 +A5 + 2A2 +A1 [3] [6, 0, 18] [1, 2]

73 A8 +A4 +A3 +A2 +A1 [1] [6, 0, 180] [1, 2]

74 2A7 + 2A2 [1] [24, 0, 24] [0, 2]

75 A7 +A6 +A5 [1] [16, 4, 22] [0, 2]

(continues)
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(continued)

no. Φ A T [r, c]

76 A7 +A6 +A4 +A1 [1] [2, 0, 280] [1, 0]
[18, 4, 32] [0, 2]

77 A7 +A6 +A3 +A2 [1] [4, 0, 168] [0, 2]

78 A7 +A6 +A3 + 2A1 [2] [12, 4, 20] [0, 2]

79 A7 + 2A5 +A1 [2] [6, 0, 24] [0, 2]

80 A7 +A5 +A4 +A2 [1] [6, 0, 120] [1, 0]

[24, 0, 30] [1, 0]

81 A7 +A5 +A3 +A2 +A1 [2] [12, 0, 24] [2, 0]

82 A7 +A4 +A3 + 2A2 [1] [12, 0, 120] [2, 0]

83 2A6 +A4 +A2 [1] [28, 7, 28] [2, 0]

84 2A6 + 2A3 [1] [28, 0, 28] [0, 2]

85 2A6 + 2A2 + 2A1 [1] [42, 0, 42] [2, 0]

86 A6 +A5 +A4 +A2 +A1 [1] [18, 6, 72] [0, 2]

[30, 0, 42] [1, 0]

87 A6 + 2A4 +A3 +A1 [1] [10, 0, 140] [1, 0]
[20, 0, 70] [1, 0]

88 2A5 + 2A4 [1] [30, 0, 30] [2, 0]

89 2A5 + 4A2 [3, 3] [6, 0, 6] [0, 2]

7.2. Table II: Non-connected moduli of non-extremal elliptic K3 surfaces.

no. r Φ A [c1, . . . , ck]

1 17 E7 +D6 +A3 +A1 [2] [1, 1]

2 17 E7 + 2A5 [1] [2]

3 17 E7 +A5 +A3 + 2A1 [2] [1, 1]

4 17 E6 +A11 [1] [2]

5 17 E6 +A6 +A5 [1] [2]

6 17 E6 + 2A5 +A1 [1] [2]

7 17 D12 +A3 + 2A1 [2] [1, 1]

8 17 D10 +D6 +A1 [2] [1, 1]

9 17 D8 +A7 + 2A1 [2] [1, 1]

10 17 D8 +A5 +A3 +A1 [2] [1, 1]

11 17 2D6 +A3 + 2A1 [2, 2] [1, 1]

12 17 D6 +D5 +A5 +A1 [2] [1, 1]

13 17 D6 +A9 + 2A1 [2] [1, 1]

14 17 D6 +A7 +A3 +A1 [2] [1, 1]

15 17 D6 +A7 +A2 + 2A1 [2] [1, 1]

16 17 D6 +A5 +A3 +A2 +A1 [2] [1, 1]

17 17 D6 +A5 +A3 + 3A1 [2, 2] [1, 1]

18 17 D5 + 2A6 [1] [2]

19 17 D4 + 2A6 +A1 [1] [2]

20 17 A11 +A5 +A1 [1] [2]

21 17 A9 +A5 + 3A1 [2] [1, 1]

22 17 A9 +A3 +A2 + 3A1 [2] [1, 1]

23 17 A7 + 2A5 [1] [2]

24 17 A7 +A5 +A3 + 2A1 [2] [1, 1]

25 17 2A6 +A3 + 2A1 [1] [2]

26 17 A6 + 2A5 +A1 [1] [2]

27 17 2A5 + 2A3 +A1 [2] [1, 1]

28 17 2A5 +A3 +A2 + 2A1 [2] [1, 1]

29 16 E7 +D6 + 3A1 [2] [1, 1]

30 16 E7 + 2A3 + 3A1 [2] [1, 1]

(continues)
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(continued)

no. r Φ A [c1, . . . , ck]

31 16 E6 + 2A5 [1] [2]

32 16 D10 +A3 + 3A1 [2] [1, 1]

33 16 D8 +D6 + 2A1 [2] [1, 1]

34 16 D8 +A5 + 3A1 [2] [1, 1]

35 16 D8 + 2A3 + 2A1 [2] [1, 1, 1]

36 16 2D6 +A3 +A1 [2] [1, 1]

37 16 2D6 + 4A1 [2, 2] [1, 1]

38 16 D6 +D5 +A3 + 2A1 [2] [1, 1]

39 16 D6 +D4 +A5 +A1 [2] [1, 1]

40 16 D6 +A9 +A1 [2] [1, 1]

41 16 D6 +A7 + 3A1 [2] [1, 1]

42 16 D6 +A5 +A3 + 2A1 [2] [1, 1, 1]

43 16 D6 +A5 +A2 + 3A1 [2] [1, 1]

44 16 D6 + 3A3 +A1 [2] [1, 1]

45 16 D6 + 2A3 +A2 + 2A1 [2] [1, 1]

46 16 D6 + 2A3 + 4A1 [2, 2] [1, 1]

47 16 D5 +A5 +A3 + 3A1 [2] [1, 1]

48 16 D4 +A7 +A3 + 2A1 [2] [1, 1]

49 16 A11 +A3 + 2A1 [2] [1, 1]

50 16 A9 +A3 + 4A1 [2] [1, 1]

51 16 A7 +A5 + 4A1 [2] [1, 1]

52 16 A7 +A3 +A2 + 4A1 [2] [1, 1]

53 16 3A5 +A1 [1] [2]

54 16 2A5 +A3 + 3A1 [2] [1, 1, 1]

55 16 A5 + 3A3 + 2A1 [2] [1, 1]

56 16 A5 + 2A3 +A2 + 3A1 [2] [1, 1]

57 16 A5 + 2A3 + 5A1 [2, 2] [1, 1]

58 15 E7 +A3 + 5A1 [2] [1, 1]

59 15 D8 +A3 + 4A1 [2] [1, 1, 1]

60 15 2D6 + 3A1 [2] [1, 1]

61 15 D6 +D5 + 4A1 [2] [1, 1]

62 15 D6 +D4 +A3 + 2A1 [2] [1, 1]

63 15 D6 +A7 + 2A1 [2] [1, 1]

64 15 D6 +A5 +A3 +A1 [2] [1, 1]

65 15 D6 +A5 + 4A1 [2] [1, 1]

66 15 D6 + 2A3 + 3A1 [2] [1, 1, 1]

67 15 D6 +A3 +A2 + 4A1 [2] [1, 1]

68 15 D6 +A3 + 6A1 [2, 2] [1, 1]

69 15 D5 + 2A3 + 4A1 [2] [1, 1]

70 15 D4 +A5 +A3 + 3A1 [2] [1, 1]

71 15 D4 + 3A3 + 2A1 [2] [1, 1]

72 15 A9 +A3 + 3A1 [2] [1, 1]

73 15 A7 + 2A3 + 2A1 [2] [1, 1]

74 15 A7 +A3 + 5A1 [2] [1, 1]

75 15 2A5 +A3 + 2A1 [2] [1, 1]

76 15 2A5 + 5A1 [2] [1, 1]

77 15 A5 + 2A3 + 4A1 [2] [1, 1, 1]

78 15 A5 +A3 +A2 + 5A1 [2] [1, 1]

79 15 3A3 +A2 + 4A1 [2] [1, 1]

80 15 3A3 + 6A1 [2, 2] [1, 1]

(continues)
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(continued)
no. r Φ A [c1, . . . , ck]

81 14 D8 + 6A1 [2] [1, 1]

82 14 D6 +D4 + 4A1 [2] [1, 1]

83 14 D6 +A5 + 3A1 [2] [1, 1]

84 14 D6 + 2A3 + 2A1 [2] [1, 1]

85 14 D6 +A3 + 5A1 [2] [1, 1, 1]

86 14 D6 +A2 + 6A1 [2] [1, 1]

87 14 D5 +A3 + 6A1 [2] [1, 1]

88 14 D4 + 2A3 + 4A1 [2] [1, 1]

89 14 A7 +A3 + 4A1 [2] [1, 1]

90 14 A5 + 2A3 + 3A1 [2] [1, 1]

91 14 A5 +A3 + 6A1 [2] [1, 1, 1]

92 14 4A3 + 2A1 [2] [1, 1]

93 14 3A3 + 5A1 [2] [1, 1]

94 14 2A3 +A2 + 6A1 [2] [1, 1]

95 14 2A3 + 8A1 [2, 2] [1, 1]

96 13 D6 +A3 + 4A1 [2] [1, 1]

97 13 D6 + 7A1 [2] [1, 1]

98 13 D4 +A3 + 6A1 [2] [1, 1]

99 13 A5 +A3 + 5A1 [2] [1, 1]

100 13 A5 + 8A1 [2] [1, 1]

101 13 3A3 + 4A1 [2] [1, 1]

102 13 2A3 + 7A1 [2] [1, 1]

103 13 A3 +A2 + 8A1 [2] [1, 1]

104 12 D6 + 6A1 [2] [1, 1]

105 12 2A3 + 6A1 [2] [1, 1]

106 12 A3 + 9A1 [2] [1, 1]

107 11 A3 + 8A1 [2] [1, 1]
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